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Abstract. In this paper we show the existence of the minimal solution to the multidimensional
Lambert-Euler inversion, a multidimensional generalization of [−e−1, 0) branch of Lambert W
function W0(x). Specifically, for a given nonnegative irreducible symmetric matrix V ∈ Rk×k
and a vector u ∈ (0,∞)k, we show that, if the system of equations

yj exp
{
−eT

j V y
}

= uj ∀j = 1, . . . , k,

has at least one solution, it must have a minimal solution y∗, where the minimum is achieved
in all coordinates yj simultaneously. Moreover, such y∗ is the unique solution satisfying
ρ
(
V D[y∗j ]

)
≤ 1, where D[y∗j ] = diag(y∗j ) is the diagonal matrix with entries y∗j and ρ denotes

the spectral radius.
Our main application is in the analysis of the vector-multiplicative coalescent process. It is

a coalescent process with k types of particles and k-dimensional vector-valued cluster weights
representing the composition of a cluster by particle types. The clusters merge according to
the vector-multiplicative kernel K(x,y) = xTV y. First, we derive some new combinatorial
results, and use them to solve the corresponding modified Smoluchowski equations obtained
as a hydrodynamic limit of vector-multiplicative coalescent. Then, we use multidimensional
Lambert-Euler inversion to establish gelation and find a closed form expression for the gelation
time.

We also find the asymptotic length of the minimal spanning tree for a broad range of graphs
equipped with random edge lengths.

1. Introduction

In his 1783 work [7] L. Euler considered the following transcendental equation entailed from
1758 work of J. H. Lambert [19]

(1) xα − xβ = (α− β)vxα+β.

Letting α→ β in (1), Euler obtained

(2) lnx = vxβ.

Next, Euler set y = xβ and u = αv in (2), obtaining

(3)
ln y

y
= u.

Letting y = ew, equation (3) yields

(4) we−w = u.

Equation (4) gave rise to the Lambert W function, and in particular the function W0(x) for
−e−1 ≤ x < 0.
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Denote R0 = (0, 1), R0 = (0, 1], and R1 = (1,∞). Then, for each 0 < u < e−1 there are exactly
two solutions w of (4). Moreover, one solution is always in R0 and one solution is always in R1.
For u = e−1, w = 1 is the only solution. Thus, for 0 < u ≤ e−1, there exists exactly one solution
w of (4) in R0. This solution is either unique when u = 1 or is the smaller of the two solutions
when 0 < u < e−1.

Lambert-Euler inversion (4) yields the existence of function

(5) x(t) := min{x > 0 : xe−x = te−t}, t ∈ (0,∞),

with the range R0. In 1960, function x(t) was used by P. Erdős and A. Rényi [5] for establishing
formation of a giant cluster in the theory of random graphs. In 1962, J. B. McLeod [22] used
Lambert-Euler inversion and function x(t) in the analysis of Smoluchowski coagulation equations
with multiplicative kernel (aka Flory coagulation system), observing the gelation phenomenon.

In this paper, we will study the multidimensional Lambert-Euler inversion problem. Let V ∈
Rk×k be a nonnegative irreducible symmetric matrix. We use the term “nonnegative matrix”
to refer to a matrix with nonnegative entries throughout this paper. The irreducible condition
on V is to ensure that particles of each type can coalesce with particles of every other type in
the vector-multiplicative coalescent process defined in subsection 1.1 below. For a given vector
z ∈ (0,∞)k, consider region

(6) R0 =
{

z ∈ (0,∞)k : ρ (V D[zj ]) < 1
}

its closure within (0,∞)k,

(7) R0 =
{

z ∈ (0,∞)k : ρ (V D[zj ]) ≤ 1
}
,

and the complement of R0 within (0,∞)k,

(8) R1 =
{

z ∈ (0,∞)k : ρ (V D[zj ]) > 1
}
,

where for a vector x ∈ Rk with coordinates xi, D[xi] denotes the diagonal matrix with entries
xi, and ρ(M) denotes the spectral radius of matrix M .

In this paper we found it convenient to use bra-ket notation of P. Dirac. Specifically, |x〉 will
denote the column vector representation of vector x ∈ Rk, and 〈x| will denote the row vector
representation of vector x ∈ Rk. For c ∈ R and x ∈ Rk, c|x〉 will represent the product cx, a
column vector. Respectively, 〈x|y〉 = 〈y|x〉 will be the dot product of x and y in Rk. Finally,
for a matrix M ∈ Rk×k, 〈x|M |y〉 will represent the product xTMy resulting in a scalar.

Let ej denote the j-th standard basis vector. The following theorem is the main result of the
paper.

Theorem 1.1 (Multidimensional Lambert-Euler inversion). Consider a nonnegative irreducible
symmetric matrix V ∈ Rk×k. For any given z ∈ (0,∞)k, there exists a unique vector y ∈ R0

such that

(9) yje
−〈ej |V |y〉 = zje

−〈ej |V |z〉 j = 1, . . . , k.

Moreover, if z ∈ R0, then y = z. If z ∈ R1, then y < z (yi < zi ∀i), i.e., y is the smallest
solution of (9).
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Theorem 1.1 which we will prove in Section 2, yields the following multidimensional analogue
of [−e−1, 0) branch of Lambert W function W0(x). Consider domain

(10) D =

u ∈ (0,∞)k : ∃ z ∈ (0,∞)k such that |u〉 =

k∑
j=1

zj e
−〈ej |V |z〉|ej〉

 .

Then, by Theorem 1.1,

(11) D =

u ∈ (0,∞)k : ∃ z ∈ R0 such that |u〉 =
k∑
j=1

zj e
−〈ej |V |z〉|ej〉


and for the mapping ΨV : (0,∞)k → D defined as |ΨV (z)〉 =

k∑
j=1

zj e
−〈ej |V |z〉|ej〉 , Theorem 1.1

implies that restricting the domain of ΨV to R0, makes ΨV a continuous bijection from R0 to
D. Thus, we can define Lambert-Euler inversion ΛV of ΨV as a continuous bijection from D to
R0. Thus, for any given z ∈ (0,∞)k, equation (9) has the minimal solution y = ΛV ◦ΨV (z) ∈ R0,
where the minimum is achieved in all coordinates.

Now, we can define a multidimensional analogue of function x(t) in (5). For any given α ∈
(0,∞)k, let y(t) = ΛV ◦ΨV (αt) for all t > 0, i.e., y(t) is the minimal solution of

(12) yje
−〈ej |V |y〉 = αjte

−t〈ej |V |α〉 ∀j = 1, . . . , k.

Consequently, y(t) = ΛV ◦ΨV (αt) is a continuous function.

By analogy with lim
t→∞

x(t)
t = 0 for x(t) in (5), we will show that lim

t→∞
y(t)
t = 0. This will be done

in Lemma 2.7 of Section 2.

Next, we will list the applications of Theorem 1.1.

1.1. Vector-Multiplicative Coalescent Processes. The solution to the multidimensional
Lambert-Euler inversion given in Theorem 1.1 and the function y(t) defined in (12) will be used
in the analysis of a general class of coalescent processes introduced here that we will call the
vector-multiplicative coalescent processes.

For a nonnegative irreducible symmetric matrix V ∈ Rk×k and a given vector α ∈ (0,∞)k, let

(13) α[n] =

α1[n]
...

αk[n]

 = αn+ o(
√
n).

Consider a system with k types of particles, 1, . . . , k, and the coalescent process that begins
with 〈α[n]|1〉 = 〈α|1〉n + o(

√
n) singletons distributed between the k types so that for each i,

there are αi[n] = αin + o(
√
n) particles of type i. In this continuous time Markov process, a

particle of type i bonds with a particle of type j with the rate vi,j/n, where vi,j = 〈ei|V |ej〉 is
the (i, j) element in the matrix V . The bonds are formed independently. This process is called
vector-multiplicative coalescent.

Formally, vector-multiplicative coalescent process describes cluster merger dynamics, where the
weight of each cluster is a k-dimensional vector x ∈ Zk+ such that 〈x|1〉 > 0. Each cluster of
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weight x bonds together x1, . . . , xk particles of corresponding types 1, . . . , k. The coalescent
process begins with 〈α[n]|1〉 singletons of all k types, of which there are αi[n] of type i (for all
i = 1, . . . , k). Each pair of clusters with respective weight vectors x and y would coalesce into
a cluster of weight x + y with rate K(x,y)/n, where

(14) K(x,y) = 〈x|V |y〉.
The last merger will create a cluster of weight α[n].

The kernel K(x,y) defined in (14) will be referred to as the vector-multiplicative kernel. The
kernel is symmetric

K(x,y) = K(y,x) for all vectors x,y

and bilinear

K(c1x + c2y, z) = c1K(x, z) + c2K(y, z) for all vectors x,y, z and scalars c1, c2.

Notice that coalescent processes with vector-valued weights have been considered in the past.
See [16, 17, 28].

In the vector-multiplicative coalescent process, let ζ
[n]
x (t) denote the number of clusters of weight

x at time t ≥ 0. The initial values are ζ
[n]
x (0) =

k∑
i=1

αi[n]δei,x. The process

MLn(t) =
(
ζ
[n]
x (t)

)
x∈Zk+:〈x|1〉>0

that counts clusters of all types in the vector-multiplicative coalescent process is the correspond-
ing Marcus-Lushnikov process. In Lemma 3.1 we will refer to the known weak limit result of

T. G. Kurtz for density dependent population processes that yields convergence of 1
nζ

[n]
x (t) to

ζx(t), where ζx(t) is the solution to the modified Smoluchowski equations (MSE)

d

dt
ζx(t) = −ζx〈x|V |α〉+

1

2

∑
y,z :y+z=x

〈y|V |z〉ζyζz

with initial conditions ζx(0) =
k∑
i=1

αiδei,x.

In Section 3.3 we will find the unique solution ζx(t) of the above modified Smoluchowski equa-
tions. Specifically, for a vector x ∈ Zk+ let x! = x1!x2! . . . xk! and for vectors a and b in Rk let

ab = ab11 a
b2
2 . . . abkk whenever abii is uniquely defined for all i. Now, consider a complete graph Kk

consisting of vertices {1, . . . , k} with weights wi,j = wj,i ≥ 0 assigned to its edges [i, j] (i 6= j).
Let the weight W (T ) of a spanning tree T be the product of the weights of all of its edges.
Finally, let τ(Kk, wi,j) =

∑
T
W (T ) denote the weighted spanning tree enumerator, i.e., the sum

of weights of all spanning trees in Kk. Note that in the above notation for the weighted span-
ning tree enumerator, τ(Kk, wi,j) depends on all edge weights {wi,j}i,j=1,...,k. These notations
are used in the following closed form expression, that will be established in Corollary 3.11 of
Section 3.3

(15) ζx(t) =
1

x!
αx τ(Kk, xixjvi,j)

x1
(V x)x−1e−〈x|V |α〉tt〈x|1〉−1.
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The concept of gelation was studied in [11, 12, 24, 26, 27, 29] and related papers. For the
hydrodynamic limit ζx(t) of the Marcus-Lushnikov process with vector-multiplicative kernel, the
gelation time Tgel is the time after which the total mass

∑
x ζx(t)|x〉 begins to dissipate, i.e.,

while the initial total mass was
∑

x ζx(0)|x〉 = |α〉,

Tgel = inf
{
t > 0 :

∑
x

ζx(t)|x〉 < |α〉
}
.

In Section 4.1 we will use Corollary 2.6 of the Multidimensional Lambert-Euler inversion Theo-
rem 1.1 for establishing gelation in the coagulation process with the vector-multiplicative kernel
(14) and find the value of the gelation time. Specifically, we will show that the gelation time
equals to

Tgel =
1

ρ(V D[αi])
.

1.2. Application in minimal spanning trees. Another application concerns the problem
of finding the asymptotic mean length of the minimal spanning tree in a graph equipped with
independent random edge lengths as studied in [2, 4, 8, 10] and related research works. Let Kα[n]

denote a graph with 〈α[n]|1〉 = 〈α|1〉 + o(
√
n) vertices divided into k partitions of respective

sizes

α1[n], . . . , αk[n],

where, each vertex in the i-th partition is connected with each vertex in the j-th partition by
an edge if and only if vi,j = vj,i > 0. Even within an i-th partition, if vi,i > 0, a pair of vertices
is connected by an edge.

Now, we equip the edges in the graph Kα[n] with edge lengths as follows. For each edge e
connecting a vertex in the i-th partition with a vertex in the j-th partition we have an associated
random variable `e ∼ Beta (1, vi,j), distributed on (0, 1) via the beta probability density function

fi,j(x) = vi,j(1− x)vi,j−1, 0 < x < 1.

Random variables {`e}e are sampled independently. Here, `e represents the length of edge e.

The length of a tree graph is the sum of the lengths `e of its edges. Consider the minimal
spanning tree of Kα[n], i.e., a spanning tree of Kα[n] with the minimal length. Let random
variable Ln denote the length of the minimal spanning tree of Kα[n]. We are interested in
finding the limit limn→∞ E[Ln]. Following the approach in [16], limn→∞ E[Ln] will be expressed
using the closed form solution (15) of the modified Smoluchowski equations.

The connection between the limit limn→∞ E[Ln] and ζx(t) is established using the following
framework. First, we construct a random graph process by considering a “time” parameter
p ∈ [0, 1], and declaring an edge e “open” if `e ≤ p and “closed” if `e > p. Thus, at time p,
we have a graph consisting of 〈α[n]|1〉 vertices and all open edges. The random graph process
G(n, p) describes the corresponding percolation dynamics on graph Kα[n] equipped with edge
lengths `e. Process G(n, p) partitions Kα[n] into clusters of vertices connected by open edges at
time p.
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Notice that under the time change p = 1 − e−t/n with t ∈ [0,∞), for an edge e connecting a
vertex in the i-th partition with a vertex in the j-th partition we have

P (`e ≤ 1− e−t/n) = 1− e−tvi,j/n.

Thus, in G(n, 1 − e−t/n), an edge adjacent to a vertex in the i-th partition and a vertex in
the j-th partition would open after waiting for an exponentially distributed arrival time with
parameter vi,j/n.

There is a one-to-one correspondence between connected clusters in G(n, p) and vectors in Zk+.

Namely, a cluster with xi vertices in the i-th partition is represented by a vector x in Zk+ with

coordinates xi. Consider the random graph process G(n, 1− e−t/n). For two clusters composed
of two disjoint subsets of vertices in Kα[n], represented by vectors x and y, the waiting time for
the clusters to connect via an open edge will be an exponential random variable with parameter
〈x|V |y〉/n. Hence, the merger dynamics of clusters in the random graph process G(n, 1− e−t/n)
matches the merger dynamics of clusters in the vector-multiplicative coalescent process. That

is, if we let ξ
[n]
x (t) denote the number of clusters represented by vector x in G(n, 1− e−t/n), then(

ξ
[n]
x (t)

)
x

is distributed as the Marcus-Lushnikov process MLn(t) =
(
ζ
[n]
x (t)

)
x
.

As ζ
[n]
x (t), and therefore, ξ

[n]
x (t) converges weakly to ζx(t), the approach in [16] yields

lim
n→∞

E[Ln] =
∑

x:〈x|1〉>0

∞∫
0

ζx(t) dt.

In Corollary 5.2, the closed form expression (15) of the solution ζx(t) to the modified Smolu-
chowski equations is substituted, yielding the following general asymptotic equation

lim
n→∞

E[Ln] =
∑

x:〈x|1〉>0

(〈x|1〉 − 1)!

x!
αx τ(Kk, xixjvi,j)

x1
(V x)x−1 〈x|V |α〉−〈x|1〉.

Additionally, recalling a known correspondence between the gelation time Tgel in the Marcus-
Lushnikov process and the time pc of formation of a giant component in G(n, p), we have

pc ∼ 1− e−Tgel/n ∼ Tgel
n . Hence,

pc ∼
1

nρ(V D[αi])
.

Finally, random graph processes G(n, 1−e−t/n) have many features similar to the inhomogeneous
random graphs formalism considered in Söderberg [25], Bollobás et all [3], and related papers.
While in the different (but related) context, the above formula for critical probability pc is the
same as in [3]. We hope that the results of this current manuscript can be used in the study of
inhomogeneous random graphs.

We conclude the introduction by noticing that the parts of the paper on Smoluchowski coagula-
tion equations and on spanning trees are tied to a number of interesting Abel’s type multinomial
identities such as (60).
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2. Multidimensional Lambert-Euler inversion

In this section we will prove Theorem 1.1 that enables the multidimensional Lambert-Euler

inversion. Additionally, in Lemma 2.7 we will show that for α ∈ (0,∞)k, lim
t→∞

y(t)
t = 0.

For z ∈ (0,∞)k, let function F (x; z) be defined as follows

|F (x; z)〉 = |x〉 −
k∑
j=1

zje
〈ej |V |x−z〉|ej〉, ∀x ∈ (0,∞)k.

Notice that a root x of F (x; z) is a solution of (9). Next, for a given z ∈ (0,∞)k, we find the
Jacobian matrix of F (x; z) in the equation below

∂F (x; z)

∂x
= I −

k∑
i,j=1

zje
〈ej |V |x−z〉|ej〉〈ej |V |ei〉〈ei| = I −

k∑
j=1

zje
〈ej |V |x−z〉|ej〉〈ej |V

= I −D
[
zje
〈ej |V |x−z〉

]
V.(16)

We will need the following trivial proposition.

Proposition 2.1. For a given pair of vectors a 6= b in (0,∞)k, if ai ≤ bi for all coordinates i,
then ρ(V D[aj ]) < ρ(V D[bj ]).

The following lemma is instrumental for establishing uniqueness in Theorem 1.1.

Lemma 2.2. If y, z ∈ R0 satisfy equation (9), then y = z.

Proof. We will prove this statement by contradiction. Suppose there is a pair y, z ∈ R0 satisfying
y 6= z and (9). Then, F (y; z) = 0.

Consider a point x∗ with coordinates x∗i = yi ∧ zi and a path x(t), t ∈ [0, 1], connecting z and
y defined as

(17) |x(t)〉 =

{
|z〉+ 2t|x∗ − z〉 for t ∈ [0, 1/2],

|x∗〉+ (2t− 1)|y − x∗〉 for t ∈ [1/2, 1].
7
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Now, since F (y; z) = F (z; z) = 0, then from (16) and (17) we have

0 =F (y; z)− F (z; z) =

1∫
0

∣∣dF (x(t); z)
〉

=

1∫
0

∂F (x; z)

∂x

∣∣∣ dx(t)
〉

=

1/2∫
0

∂F (x; z)

∂x

∣∣∣ dx(t)
〉

+

1∫
1/2

∂F (x; y)

∂x

∣∣∣ dx(t)
〉

=2

1/2∫
0

(
I −D

[
zje

2t〈ej |V |x∗−z〉
]
V
) ∣∣∣x∗ − z

〉
dt+ 2

1∫
1/2

(
I −D

[
yje

2(t−1)〈ej |V |y−x∗〉
]
V
) ∣∣∣y − x∗

〉
dt

= |y − z〉 − |EI〉 − |EII〉,
(18)

where

(19) |EI〉 = 2

1/2∫
0

D
[
zje

2t〈ej |V |x∗−z〉
]
V
∣∣∣x∗ − z

〉
dt = −D[zjaj ]V |z− x∗〉

with

aj =

{
1−e−〈ej |V |z−x∗〉

〈ej |V |z−x∗〉 if 〈ej |V |z− x∗〉 > 0,

1 if 〈ej |V |z− x∗〉 = 0,

and similarly,

(20) |EII〉 = 2

1∫
1/2

D
[
yje

2(t−1)〈ej |V |y−x∗〉
]
V
∣∣∣y − x∗

〉
dt = D[yjbj ]V |y − x∗〉

with

bj =

{
1−e−〈ej |V |y−x∗〉

〈ej |V |y−x∗〉 if 〈ej |V |y − x∗〉 > 0,

1 if 〈ej |V |y − x∗〉 = 0.

Here, by the definition of x∗, we have 〈ej |V |z − x∗〉 ≥ 0 and 〈ej |V |y − x∗〉 ≥ 0 which implies
that aj , bj ∈ (0, 1]. Thus, by Proposition 2.1,

(21) ρ (D[zjaj ]V ) ≤ ρ (D[zj ]V ) and ρ (D[yjbj ]V ) ≤ ρ (D[yj ]V ) ,

where the first inequality is strict if z 6= x∗ and the second inequality is strict if y 6= x∗.

Now, since |EI〉 in (19) has all nonpositive coordinates and |EII〉 in (20) has all nonnegative
coordinates, we have

〈EI | EII〉 = 〈EII | EI〉 ≤ 0.
8
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Therefore, since ρ (D[yj ]V ) ≤ 1 and either y 6= x∗ or z 6= x∗ or both hold, equations (19), (20),
and (21) imply∥∥EI + EII

∥∥2 ≤ ∥∥EI∥∥2 +
∥∥EII∥∥2 < ρ2(D[zj ]V )

∥∥z− x∗
∥∥2 + ρ2(D[yj ]V )

∥∥y − x∗
∥∥2

≤
∥∥z− x∗

∥∥2 +
∥∥y − x∗

∥∥2 =
∥∥y − z

∥∥2
as 〈y − x∗ | z− x∗〉 = 0. The contradiction to equation (18) follows. �

Let |1〉 =
k∑
i=1
|ei〉 denote the vector with all of its coordinates equal to 1, and let |0〉 denote the

vector of zeros. For a vector x ∈ (0,∞)k with coordinates xi, let |x−1〉 =
k∑
i=1

x−1i |ei〉 denote the

vector with coordinates x−1i . Also, for vectors a and b in Rk, we will write a < b if ai < bi
for all i. Similarly, for matrices A and B in Rk×k, we will write A < B if the inequality holds
coordinate-wise.

We will need the following lemma.

Lemma 2.3. For any given z ∈ R1, there exists a vector η =
k∑
i=1

ηi|ei〉 such that

0 < ηi < 1 ∀i,
ρ (V D[zjηj ]) = 1, and

(22) V D[zj ]|1− η〉 = |η−1〉 − |1〉.

Proof. Let u > 0 (i.e., ui > 0 ∀i) be the Perron-Frobenius eigenvector of V D[zj ], then since
ρ (V D[zj ]) > 1, we have

〈ei|V D[zj ]− I|u〉 > 0 for all i,

and therefore

(23) 〈ei|V D[zj ]|u〉 > ui for all i.

Consider two sequences of vectors in (0,∞)k, η(`) and w(`) evolving according to the following
recursion

(24) η
(`)
i =

1

1 + 〈ei|V D[zj ]|w(`−1)〉
and w(`) = 1− η(`).

Let the sequences begin with w(0) = 1−η(0) = εu with ε > 0 sufficiently small so that w(0) < 1,
and by (23),

η
(1)
i =

1

1 + 〈ei|V D[zj ]|w(0)〉
= 1− 〈ei|V D[zj ]|w(0)〉+O(ε2) < 1− w(0)

i = η
(0)
i for all i.

Then, η(0) > η(1), and by (24), w(1) > w(0), which again by (24) implies η(1) > η(2), and so on.
Recursively obtaining

η(`) > η(`+1) and w(`+1) > w(`)

for all ` = 0, 1, . . .. Hence, the limits

lim
`→∞

η(`) = η and lim
`→∞

w(`) = w

9
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satisfy

(25) 0 < η = 1−w < 1 and ηi =
1

1 + 〈ei|V D[zj ]|w〉
for all i.

Equation (25) implies
ηi〈ei|V D[zj ]|w〉 = 1− ηi = wi for all i.

Thus, ηiw
−1
i = 〈ei|V D[zj ]|w〉−1 = 〈ei|V D[zjwj ]|1〉−1 , and

(26) D[ηjw
−1
j ]V D[zjwj ]|1〉 = |1〉,

i.e., all the rows of D[ηjw
−1
j ]V D[zjwj ] add up to 1.

For the vector |wη−1〉 =
k∑
i=1

wiη
−1
i |ei〉, equation (26) yields

V D[zjηj ]|wη−1〉 = D[wjη
−1
j ]D[ηjw

−1
j ]V D[zjwj ]|1〉 = D[wjη

−1
j ]|1〉 = |wη−1〉.

Hence, by Perron-Frobenius theorem, 1 is the Perron-Frobenius eigenvalue of V D[zjηj ], the
spectral radius ρ (V D[zjηj ]) = 1, and |wη−1〉 is the corresponding Perron-Frobenius eigenvector.

Therefore, as 1− η = w,

V D[zj ]|1− η〉 = V D[zjηj ]|wη−1〉 = |wη−1〉 = |η−1〉 − |1〉
yielding the claim in (22). �

Lemma 2.4. For any given z ∈ R1, there exists a unique vector y ∈ R0 such that (9) is satisfied.
Moreover, y < z.

Proof. For x ∈ (0,∞)k with coordinates xi, let | ln x〉 =
k∑
i=1

lnxi|ei〉 denote the vector with

coordinates lnxi. Consider function fz : (0,∞)k → Rk defined as follows:

(27) |fz(ξ)〉 = | ln ξ〉+ V D[zi]|1− ξ〉, ξ ∈ (0,∞)k.

For the vector η in Lemma 2.4, we have

|fz(η)〉 = | lnη〉+ V D[zi]|1− η〉 = −| lnη−1〉+ |η−1〉 − |1〉 = −
k∑
i=1

ln
(
η−1i e1−η

−1
i

)
|ei〉 > 0

since η−1i > 1 ∀i and xe1−x < 1 for all positive x 6= 1.

Now, since |fz(η)〉 > 0, by continuity of fz(ξ), there exists δ ∈ (0, 1) sufficiently small so that
η̃ = (1− δ)η satisfies

|fz(η̃)〉 > 0.

Notice that since ρ (V D[zjηj ]) = 1, we have ρ (V D[zj η̃j ]) = 1− δ < 1.

Next, consider a smooth curve x(t) in (0,∞)k that begins at x(0) = η̃ and evolves according to
the following differential equations:

(28)
d

dt
xi(t) = −xi(t)

∞∑
m=0

〈ei|
(
V D[zjxj(t)]

)m|fz(η̃)〉 i = 1, . . . , k.

10
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As each xi(t) is monotone decreasing to 0 at exponentially fast rate as t → ∞, and since
ρ
(
V D[zjxj(0)]

)
< 1, by Prop. 2.1, we have ρ

(
V D[zjxj(t)]

)
< 1 for all t ≥ 0. Thus,

∞∑
m=0

(
V D[zjxj(t)]

)m
=
(
I − V D[zjxj(t)]

)−1
is well-defined for all t ≥ 0. Therefore, (28) yields

d

dt
| ln x(t)〉 = −

(
I − V D[zjxj(t)]

)−1|fz(η̃)〉

and ∣∣fz(x(t)
)〉

= |fz(η̃)〉+ | ln x(t)〉 − | ln η̃〉+ V D[zi]|η̃ − x(t)〉

= |fz(η̃)〉+

t∫
0

(
D
[
1/xj(s)

]
− V D[zi]

)∣∣dx(s)〉

= |fz(η̃)〉+

t∫
0

(
I − V D[zjxj(s)]

)
|d ln x(s)〉

= |fz(η̃)〉 −
t∫

0

|fz(η̃)〉ds = (1− t)|fz(η̃)〉.(29)

Hence, substituting t = 1 into (29) yields

(30)
∣∣fz(x(1)

)〉
= 0,

where x(1) < x(0) = η̃ < η < 1.

Next, we let |y〉 = D[zj ]|x(1)〉 =
k∑
i=1

zixi(1)|ei〉, then by Prop. 2.1,

ρ
(
V D[yj ]

)
= ρ
(
V D[zjxj(1)]

)
< ρ (V D[zj η̃j ]) < 1, i.e., y ∈ R0.

Also, x(1) < 1 yields
y < z

since yi = zixi(1). Finally, equations (30) and xi(1) = yiz
−1
i imply

0 =
∣∣fz(x(1)

)〉
= | ln x(1)〉+ V D[zi]

∣∣1− x(1)
〉

= | ln y〉 − | ln z〉+ V |z− y〉
arriving at

| ln y〉 − V |y〉 = | ln z〉 − V |z〉,
equivalent to equation (9). �

Lemmas 2.2 and 2.4 yield the following simple corollary.

Corollary 2.5. If ρ (V D[zj ]) = 1, then y = z is the only solution of (9).

Now, we have a proof of the Multidimensional Lambert-Euler inversion.
11
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Proof of Theorem 1.1. The statement in Theorem 1.1 follows immediately from Lemmas 2.2 and
2.4, and Corollary 2.5. �

Theorem 1.1 yields the following corollary. Recall that the entries of α[n] (13) represent the
number of singletons of each type.

Corollary 2.6. Let y(t) = ΛV ◦ΨV (αt) be the minimal solution of (12). Then,

(a) y(t) = αt for all t ≤ 1
ρ(V D[αi])

;

(b) y(t) < αt for all t > 1
ρ(V D[αi])

.

Notice that lim
t→∞

x(t)
t = 0 for x(t) in (5) which, in the context of random graphs, is analogous to

the absorption of connected components of various sizes by a giant component in Erdős-Rényi
random graph model [5]. We have the corresponding multidimensional result.

Lemma 2.7. For any given α ∈ (0,∞)k, let y(t) = ΛV ◦ ΨV (αt) be the minimal solution of
(12). Then,

lim
t→∞

y(t)

t
= 0.

Proof. Let vi,j = 〈ei|V |ej〉 denote the entries in matrix V . Recall that V is nonnegative irre-
ducible symmetric matrix. Thus, vi,j = vj,i ≥ 0 for all i, j.

Recall that yi(t) ≤ αit for all i and all t > 0. Equation (12) implies

(31)
yi(t)

t
= αie

−t〈ei|V |α−y/t〉 for all i = 1, . . . , k,

where y = y(t). First, we claim that

(32) lim sup
t→∞

1

t
〈1|y〉 < 〈1|α〉.

We prove (32) by contradiction as follows. Suppose, not. Then, there exists a sequence tm > 0
increasing to ∞, such that

lim
m→∞

1

tm
〈1|y(tm)〉 = 〈1|α〉.

Hence, for all m sufficiently large, yi(tm) > αitm/2 for all i = 1, . . . , k. Thus, since y(t) ∈ R0,
the spectral radius

1 ≥ ρ(V D[yj ]) ≥
tm
2
ρ(V D[αj ])

by Prop. 2.1, contradicting lim
m→∞

tm =∞. Therefore, equation (32) holds.

By equation (32), there exists ε > 0 so small that it satisfies

(33) ε < min
j
αj and lim sup

t→∞

1

t
〈1|y〉 < 〈1|α〉 − kε.

Next, (33) implies the existence of T > 0 large enough so that whenever t > T we have

(34) αj − αie−vi,jεt > ε for all i, j such that vi,j > 0
12



Yevgeniy Kovchegov and Peter T. Otto Multidimensional Lambert-Euler inversion

and

(35) ∀t > T ∃j′ such that
yj′(t)

t
< αj′ − ε.

Next, for a given t > T , we show that if
yj(t)
t < αj − ε for some j, then for all i such that

vi,j > 0, we have

yi(t)

t
< αi − ε.

Indeed, equations (31) and (34) yield

yi(t)

t
= αie

−t〈ei|V |α−y/t〉 ≤ αie−tvi,j(αj−yj/t) < αie
−vi,jεt < αi − ε.

Hence, by (35) and irreducibility of V , for all t > T , we have

(36)
yi(t)

t
< αi − ε for all i.

Together, equations (31) and (36) imply

yi(t)

t
≤ αie−tvi,j(αj−yj/t) < αie

−vi,jεt for all t > T and all i, j.

Thus, by irreducibility of V , we have lim
t→∞

yi(t)
t = 0 exponentially fast for each i = 1, . . . , k. �

3. Vector-Multiplicative Coalescent Processes

In this section we will analyze Smoluchowski coagulation equations (37) and modified Smolu-
chowski equations (39). In Lemma 3.1, we will show that equations (39) are a hydrodynamic
limit of the Marcus-Lushnikov process for the vector-multiplicative coalescent. Our main result
is in Subsection 3.3, where we will use tools from combinatorics and linear algebra to find a
complete solution to the modified Smoluchowski system of equations (39).

3.1. Vector-Multiplicative Smoluchowski Equations. Consider a vector-multiplicative co-
alescent process introduced in Subsection 1.1. Let ζx(t) be an averaged quantity that tracks the
relative number of clusters of weight x at tome t ≥ 0. Since the process evolves according to
the merger rates n−1〈x|V |y〉, the Smoluchowski coagulation system of equations for the vector-
multiplicative coalescent process is written as follows:

(37)
d

dt
ζx(t) = −ζx

∑
y

ζy〈x|V |y〉+
1

2

∑
y,z :y+z=x

〈y|V |z〉ζyζz

with the initial conditions ζx(0) =
k∑
i=1

αiδei,x. Functions ζx are indexed by all weight vectors x ∈

Zk+ satisfying 〈x|1〉 > 0. This is also the domain for summation, i.e.,
∑
x
f(x) =

∑
x∈Zk+:〈x|1〉>0

f(x).

13
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Note that the initial conditions ζx(0) =
k∑
i=1

αiδei,x yield
∑

x ζx(0)|x〉 = |α〉. Equation (37)

implies

(38)
d

dt

∑
x

ζx(t)|x〉 = −
∑
x

ζx(t)|x〉
∑
y

ζy〈x|V |y〉+
1

2

∑
y,z

〈y|V |z〉ζyζz|y + z〉 = 0

whenever the second order moments of the solutions ζx(t) of (37) are convergent, i.e., the matrix
of all second order moments A(t) =

∑
x
ζx(t)|x〉〈x| has all finite entries.

If we set the total mass constant by letting∑
y

ζy(t)|y〉 = |α〉, where 〈α| = (α1, α2, . . . , αk),

in the right hand side of (37), then equation (37) will turn into the following quasilinear system
of equations

(39)
d

dt
ζx(t) = −ζx〈x|V |α〉+

1

2

∑
y,z :y+z=x

〈y|V |z〉ζyζz,

with the same initial conditions ζx(0) =
k∑
i=1

αiδei,x as in (37). Equations of the type in (39) are

called modified Smoluchowski equations (MSE) or Flory system of equations.

Equation (38) implies that the solutions of Smoluchowski coagulation equations (37) and mod-
ified Smoluchowski equations (39) will coincide as long as the second order moments A(t) =∑
x
ζx(t)|x〉〈x| of the solutions ζx(t) of (37) are convergent, i.e., for all t between 0 and tc, where

tc = inf
{
t > 0 :

∑
x

ζx(t)|x〉〈x| diverges
}
.

3.2. Marcus-Lushnikov process and hydrodynamic limit. Recall that Marcus-Lushnikov
process MLn(t) keeps track of cluster counts in the vector-multiplicative coalescent process that

begins with 〈α[n]|1〉 singletons of k types with αi[n] of type i for all i. Specifically, let ζ
[n]
x (t)

denote the number of connected components of weight x at time t. Then,

MLn(t) =
(
ζ
[n]
x (t)

)
x∈Zk+:〈x|1〉>0

with the starting values ζ
[n]
x (0) =

k∑
i=1

αi[n]δei,x.

Our next lemma states that the solution to the modified Smoluchowski coagulation system (39)
is the hydrodynamic limit of the Marcus-Lushnikov process MLn(t) with cross-multiplicative
kernel.

14
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Lemma 3.1. For any given T > 0 and all x ∈ Zk+ satisfying 〈x|1〉 > 0,

lim
n→∞

sup
s∈[0,T ]

∣∣∣n−1ζ [n]x (s)− ζx(s)
∣∣∣ = 0 a.s.

where ζx(t) is the solution of the modified Smoluchowski coagulation system (39) with the initial

conditions ζx(0) =
k∑
i=1

αiδei,x.

Proof. The proof is an application of the weak convergence results of T. G. Kurtz for density
dependent population processes. Namely, Theorem 2.1 in Chapter 11 of [6], or equivalently,
Theorem 8.1 in [18]. This lemma follows immediately from the approach in Section 5 of [16] by

replacing V =

[
0 1
1 0

]
with any other nonnegative irreducible symmetric matrix V ∈ Rk×k. �

3.3. Solving the Modified Smoluchowski Equations. Recall that αx = αx11 α
x2
2 · · ·α

xk
k .

The following proposition generalizes the approach in [16, 22].

Proposition 3.2. Consider

(40) ζx(t) = αxSxe
−〈x|V |α〉tt〈x|1〉−1.

with Sx solving the following recursion

(41) Sx(〈x|1〉 − 1) =
1

2

∑
y,z:y+z=x

〈y|V |z〉SySz

with the initial conditions Sej = 1 for all j = 1, . . . , k. Then, ζx(t) is the unique solution of

MSE (39) with the initial conditions ζx(0) =
k∑
i=1

αiδei,x.

Proof. First we show that ζx(t) is a solution of (39). Differentiating with respect to t yields

d

dt
ζx(t) = αxSx

[
e−〈x|V |α〉t(〈x|1〉 − 1)t〈x|1〉−2 − 〈x|V |α〉e−〈x|V |α〉tt〈x|1〉−1

]
= αxSxe

−〈x|V |α〉t(〈x|1〉 − 1)t〈x|1〉−2 − 〈x|V |α〉ζx(t),

and for y + z = x,

ζy(t)ζz(t) = αyαzSySze
−(〈y|V |α〉+〈z|V |α〉)tt〈y|1〉+〈z|1〉−2

= αxSySze
−〈x|V |α〉tt〈x|1〉−2.

Plugging the above two equations into (39) yields (41).

Finally, the uniqueness of solution (40) of (39) follows from quasilinearity of (39). �

Next, we complete the solution of (39) by finding a combinatorial expression for Sx in (40).
First, we need the following notations.

For a given x ∈ Zk+ satisfying 〈x|1〉 > 0, let Kx(V ) denote a graph equipped with edge weights
such that

15
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• Kx(V ) is a complete graph with 〈x|1〉 vertices; its vertices are partitioned into k groups
with the number of vertices in the i-th partition set equal to xi, the i-th coefficient of
the vector x;
• V is the matrix of edge weights, i.e., the weight of an edge connecting a vertex in the
i-th partition set with a vertex in the j-th partition set equals vi,j = vj,i.

Finally, if T is a spanning tree of Kx(V ), then the weight of T is the product of the weights of
all of its edges. Let Tx = Tx(V ) denote the weighted spanning tree enumerator of Kx(V ), i.e.,
Tx is the sum of weights of all spanning trees of Kx(V ). Now, for a graph consisting of just
one vertex, the weighted spanning tree enumerator is set to be equal 1. Thus, Tej = 1 for all
j = 1, . . . , k.

Lemma 3.3. Let Tx be the weighted spanning tree enumerator of Kx(V ). Then,

Sx =
Tx
x!

where we denote x! = x1!x2! . . . xk!

is the solution to the recursion equation (41).

Proof. Let us count the total weight Tx = Tx(V ) of all spanning trees of Kx(V ). For a given y
and z satisfying y + z = x, there are (

x1
y1

)(
x2
y2

)
· · ·
(
xk
yk

)
ways of splitting Kx(V ) into Ky(V ) and Kz(V ). Each of the two subgraphs, Ky(V ) and Kz(V )
has the respective weighted spanning tree enumerators Ty and Tz. For any given disection of
Kx(V ) into Ky(V ) and Kz(V ), the total weight of the edges connecting the two subgraphs
equals 〈y|V |z〉. Now, there are 〈x|1〉 − 1 edges in every spanning tree of Kx(V ), and each edge
splits the tree into two spanning trees, Ky(V ) and Kz(V ). Hence, the total weight Tx of all
spanning trees in Kx(V ) satisfies

(42) Tx =
1

2(〈x|1〉 − 1)

∑
y,z:y+z=x

(
x1
y1

)(
x2
y2

)
· · ·
(
xk
yk

)
〈y|V |z〉TyTz,

where the multiple of 1
2 accounts for double counting y + z splits with z + y splits.

Equation (42) can be rewritten as

(43)
Tx
x!

(〈x|1〉 − 1) =
1

2

∑
y,z:y+z=x

〈y|V |z〉Ty
y!

Tz
z!

with the initial conditions Tej = 1 for all j = 1, . . . , k. Therefore, by the uniqueness of the

solution of the recursive equation (41), we have Sx = Tx
x! . �

Let Lx = Lx(V ) denote the weighted Laplacian matrix of Kx(V ), i.e., Lx =
(
lr,s
)
∈ R〈x|1〉×〈x|1〉

is a matrix with coordinates
(44)

lr,s =

{
〈ei|V |x〉 − vi,i if r = s, where i = 1 + max{m : sm < r},
−vi,j if r 6= s, where i = 1 + max{m : sm < r}, j = 1 + max{m : sm < s},

16
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where s0 = 0, and sm =
m∑
i=1

xi for m = 1, . . . , k. Schematically, Lx is represented as follows

x1︷ ︸︸ ︷ x2︷ ︸︸ ︷ . . .
xk︷ ︸︸ ︷

Lx =



〈e1|V |x〉−v1,1 −v1,1 −v1,2 −v1,2 −v1,2 . . . −v1,k −v1,k
−v1,1 〈e1|V |x〉−v1,1 −v1,2 −v1,2 −v1,2 . . . −v1,k −v1,k
−v2,1 −v2,1 〈e2|V |x〉−v2,2 −v2,2 −v2,2 . . . −v2,k −v2,k
−v2,1 −v2,1 −v2,2 〈e2|V |x〉−v2,2 −v2,2 . . . −v2,k −v2,k
−v2,1 −v2,1 −v2,2 −v2,2 〈e2|V |x〉−v2,2 . . . −v2,k −v2,k

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
. . .

.

.

.
.
.
.

−vk,1 −vk,1 −vk,2 −vk,2 −vk,2 . . . 〈ek|V |x〉−vk,k −vk,k

−vk,1 −vk,1 −vk,2 −vk,2 −vk,2 . . . −vk,k 〈ek|V |x〉−vk,k



Notice that for each m = 1, 2, . . . , k and each j = sm−1+1, . . . , sm, vector |ej〉−|ej+1〉 ∈ R〈x|1〉 is
an eigenvector of Lx corresponding to the eigenvalue 〈em|V |x〉. Hence, 〈em|V |x〉 is an eigenvalue
of Lx of multiplicity xm − 1.

The weighted spanning tree enumerator Tx = Tx(V ) can be expressed via the celebrated Kirch-
hoff’s Weighted Matrix-Tree Theorem [14, 15, 21] as stated below.

Theorem 3.4 (Weighted Matrix-Tree Theorem). For any 1 ≤ i, j ≤ 〈x|1〉,
(45) Tx = (−1)i+j det

[
Lx

]
i,j
,

where
[
Lx

]
i,j

denotes the (i, j) minor of Lx obtained by removing the i-th row and j-th column

in Lx.

Observe that for a simple graph G with all edge weights wi,j = 1, the weighted spanning tree
enumerator τ(G,wi,j) counts the number of spanning trees in G.

Example 3.5. In the 1-D case (k = 1), Tn = nn−2 is the number of spanning trees in a complete
graph Kn, and equation (42) turns into the following well known identity

(46) Tn =
1

2(n− 1)

n−1∑
m=1

(
n

m

)
m(n−m)TmTn−m.

On the other hand, as discovered in [22], Sn = nn−2

n! . Thus, validating Lemma 3.3.

Example 3.6. Let V = |1〉〈1|−I. In the context of the vector-multiplicative coalescent processes,
this is the case when only the pairs of particles of different types are allowed to bond, each such
pair bonding with rate 1/n. Then, Tx = Tx(V ) is the number of spanning trees in a complete
multipartite graph Kx1,...,xk . It was shown in [20] that the number of spanning trees in the
complete multipartite graph equals

(47) Tx = nk−2x

k∏
i=1

(nx − xi)xi−1, where nx = 〈x|1〉.

For instance, in the 2-D case (k = 2), Tx1,x2 = xx2−11 xx1−12 is the number of spanning trees in
the complete bipartite graph Kx1,x2 with the partitions of sizes x1 and x2. Also, it was shown in

[16] that the solution Sx1,x2 of (41) equals Sx1,x2 =
x
x2−1
1 x

x1−1
2

x1!x2!
. Thus, Lemma 3.3 is validated

for this case as well.
17
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Weighted Matrix-Tree Theorem (Thm. 3.4) was enhanced in S. Klee and M. T. Stamps [15] as
follows.

Lemma 3.7 (Weighted Matrix-Tree Lemma, [15]). For any given vectors a,b ∈ R〈x|1〉 such
that

〈a|1〉 =
∑
i

ai 6= 0 and 〈b|1〉 =
∑
i

bi 6= 0,

the weighted spanning tree enumerator equals

(48) Tx =
det
(
Lx + |a〉〈b|

)
〈a|1〉〈b|1〉

.

Lemma 3.7 will be used in our solution for Tx(V ) in Thm. 3.8. Notice that in Kx(V ), the total
weight of all edges connecting vertices in the i-th partition with the vertices in the j-th partition
equals xixjvi,j . Thinking of the k partitions as k vertices in the partition graph Kk, where vertex
i and vertex j, representing the corresponding partitions, are connected by an edge of weight
xixjvi,j , the weighted enumerator for the spanning trees on the partition graph equals

τ(Kk, xixjvi,j) = T1
(
D[xi]V D[xi]

)
.

Notice that, by Weighted Matrix-Tree Theorem (Thm. 3.4),

(49) T1
(
D[xi]V D[xi]

)
= (−1)i+j det

[
L(xixjvi,j)

]
i,j

for all 1 ≤ i, j ≤ k,

where the weighted Laplacian for the partition graph equals

L(xixjvi,j) = D[xi]
(
D[〈ei|V |x〉]− V D[xi]

)
.

Our next result reduces the computation of Tx(V ) from (〈x|1〉−1)-dimensional determinants as

in (46) and (48), where 〈x|1〉 gets arbitrarily large, to just computing the (k − 1)-dimensional
determinant in (49).

Theorem 3.8 (Solution for Tx(V )).

(50) Tx(V ) =
τ(Kk, xixjvi,j)

x1
(V x)x−1.

Proof. Recall that we let s0 = 0, and sm =
m∑
i=1

xi for m = 1, . . . , k. Set |a〉 =
sk∑

j=sk−1+1
|ej〉 in

R〈x|1〉, i.e.,
〈a| =

(
0, . . . , 0, 1, . . . , 1︸ ︷︷ ︸

xk

)
,

and let
〈b| =

(
vk,1, . . . , vk,1︸ ︷︷ ︸

x1

, vk,2, . . . , vk,2︸ ︷︷ ︸
x2

, . . . , vk,k, . . . , vk,k︸ ︷︷ ︸
xk

)
.

Then, by Lemma 3.7,

(51) Tx =
det
(
Lx + |a〉〈b|

)
〈a|1〉〈b|1〉

=
det
(
Lx + |a〉〈b|

)
xk〈ek|V |x〉

.
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On the other hand,

(52) Lx + |a〉〈b| =



∗ ∗ ∗
Q ∗ ∗ ∗

∗ ∗ ∗
0 0 0 〈ek|V |x〉 0 0

0 0 0 0
. . . 0

0 0 0 0 0 〈ek|V |x〉


,

where sk−1 × sk−1 matrix Q =
[
Lx

]
[1..sk−1]×[1..sk−1]

is the restriction of the Laplacian matrix

Lx to the first sk−1 rows and columns.

Equations (51) and (52) yield

(53) Tx =
〈ek|V |x〉xk−1

xk
det(Q).

Recall the weighted Laplacian

L(xixjvi,j) = D[xi]
(
D[〈ei|V |x〉]− V D[xi]

)
.

Therefore, by Thm. 3.4, the weighted enumerator for the spanning trees on the partition graph
equals

(54) τ(Kk, xixjvi,j) = det
[
L(xixjvi,j)

]
k,k

=

k−1∏
j=1

xj

det(Q̃),

where Q̃ =
[
D[〈ei|V |x〉]− V D[xi]

]
k,k

is the (k, k) minor of D[〈ei|V |x〉]− V D[xi].

Next, we compare matrix

Q̃ =


〈e1|V |x〉 − x1v1,1 −x2v1,2 . . . −xk−1v1,k−1

−x1v2,1 〈e2|V |x〉 − x2v2,2 . . . xk−1v2,k−1
...

...
. . .

...
−x1vk−1,1 −x2vk−1,2 . . . 〈ek−1|V |x〉 − xk−1vk−1,k−1


to

x1︷ ︸︸ ︷ x2︷ ︸︸ ︷ . . .
xk−1︷ ︸︸ ︷

Q =



〈e1|V |x〉−v1,1 −v1,1 −v1,2 −v1,2 . . . −v1,k−1 −v1,k−1

−v1,1 〈e1|V |x〉−v1,1 −v1,2 −v1,2 . . . −v1,k−1 −v1,k−1

−v2,1 −v2,1 〈e2|V |x〉−v2,2 −v2,2 . . . −v2,k−1 −v2,k−1

−v2,1 −v2,1 −v2,2 〈e2|V |x〉−v2,2 . . . −v2,k−1 −v2,k−1

.

.

.
.
.
.

.

.

.
.
.
.

. . .
.
.
.

.

.

.
−vk−1,1 −vk−1,1 −vk−1,2 −vk−1,2 . . . 〈ek−1|V |x〉−vk−1,k−1 −vk−1,k−1

−vk−1,1 −vk−1,1 −vk−1,2 −vk−1,2 . . . −vk−1,k−1 〈ek−1|V |x〉−vk−1,k−1



First, we observe that if |u〉 = (u1, . . . , uk−1)
T is a right eigenvector of Q̃, then(

u1, . . . , u1︸ ︷︷ ︸
x1

, u2, . . . , u2︸ ︷︷ ︸
x2

, . . . , uk−1, . . . , uk−1︸ ︷︷ ︸
xk−1

)T
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is an eigenvector of Q corresponding to the same eigenvalue.

Next, we find all sk−1−(k−1) =
k−1∑
m=1

(xm − 1) remaining eigenvalues. This is easy since for each

m = 1, . . . , k−1 and each j = sm−1+1, . . . , sm, vector |ej〉−|ej+1〉 in Rsk−1 is an eigenvector of Q
corresponding to the eigenvalue 〈em|V |x〉. Thus, 〈em|V |x〉 is an eigenvalue of Q of multiplicity
xm − 1.

Therefore,

(55) det(Q) = det(Q̃)
k−1∏
m=1

〈em|V |x〉xm−1.

Together, equations (55) and (54) imply

(56) det(Q) = τ(Kk, xixjvi,j)
k−1∏
j=1

x−1j

k−1∏
m=1

〈em|V |x〉xm−1.

Finally, substituting equation (56) into (53) yields

Tx = τ(Kk, xixjvi,j)

k∏
j=1

x−1j

k∏
m=1

〈em|V |x〉xm−1 =
τ(Kk, xixjvi,j)

x1
(V x)x−1

completing the proof. �

Remark 3.9. Observe that Theorem 3.8 reduces the need for calculating Tx(·) for every x ∈ Zk+
to finding an expression for T1(·), and substituting values of x into T1

(
D[xi]V D[xi]

)
.

Example 3.10. For a given vector w ∈ (0,∞)k, let

V = |w〉〈w| −D[w2
i ].

Then, Kx(V ) is a complete multipartite graph with weighted edges. Now,

D[xi]V D[xi] = |xw〉〈xw| −D[x2iw
2
i ],

where |xw〉 =
k∑
i=1

xiwi|ei〉 denotes the vector with coordinates xiwi. Thus, the weighted Laplacian

of the partition graph equals

L(xixjvi,j) = 〈x|w〉D[xiwi]− |xw〉〈xw|
and, by Lemma 3.7,

(57) τ(Kk, xixjvi,j) =
det
(
L(xixjvi,j) + |xw〉〈xw|

)
〈1|xw〉2

= x1w1〈x|w〉k−2.

Hence, by Theorem 3.8, substituting (57) into (50) yields

(58) Tx = w1〈w|x〉k−2(V x)x−1.

Notice that letting w = 1 in (58) yields (47) as a special case.
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Together, Proposition 3.2, Lemma 3.3, and Theorem 3.8 yield the following general solution to
the modified Smoluchowski equations (39).

Corollary 3.11.

(59) ζx(t) =
1

x!
αxTxe

−〈x|V |α〉tt〈x|1〉−1 with Tx =
τ(Kk, xixjvi,j)

x1
(V x)x−1

is the unique solution of MSE (39).

Finally, we would like to make the following general observation.

Remark 3.12. Notice that identity (46) with Tn = nn−2 is an application of Abel’s binomial
identity. In the 2-D case (k = 2), for V = |1〉〈1| − I, the expression for weighted enumerator

Tx1,x2 = xx2−11 xx1−12 can be obtained from a two dimensional generalization of Abel’s identity
in Huang and Liu [9]. See [16]. Thus, the multinomial equation (42) can be considered as
a k-dimensional generalization of Abel’s identity of the kind considered by A. Kelmans and
A. Postnikov in [13], J. Pitman in [23], and in related works. Specifically, by Theorem 3.8, for
all nonnegative irreducible V , we have

(60) τ(Kk, xixjvi,j) =
1

2(〈x|1〉 − 1)

∑
y,z:y+z=x

x!

y!z!
〈y|V |z〉 τ(Kk, yiyjvi,j) τ(Kk, zizjvi,j).

4. Gelation

In the vector-multiplicative processes the total mass
∑
x
ζx(t)|x〉 is also a vector with each

coordinate being the corresponding component-vise total mass. Consider the matrix of all
second order moments A(t) =

∑
x
ζx(t)|x〉〈x|. In this section, we will analyze

∑
x
ζx(t)|x〉 and

A(t) and establish gelation and find the gelation time.

4.1. Divergence of second order moments. Let ζx(t) be a solution to MSE (39). Then,
(39) implies ζx(t) ≥ 0 for all x and all t ≥ 0. For n ∈ N, let

|Mn(t)〉 =
∑

x:〈1|x〉≤n

ζx(t)|x〉 and An(t) =
∑

x:〈1|x〉≤n

ζx(t)|x〉〈x|
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be the partial sums for the vector series
∑
x
ζx(t)|x〉 and matrix series A(t) =

∑
x
ζx(t)|x〉〈x|.

Equation (39) yields the following inequality

d

dt
|Mn(t)〉 = −

∑
x:〈1|x〉≤n

ζx(t)|x〉〈x|V |α〉+
1

2

∑
y,z :〈1|y+z〉≤n

〈y|V |z〉ζyζz|y + z〉

= −An(t)V |α〉+
∑

y,z :〈1|y+z〉≤n

ζy|y〉〈y|V |z〉ζz

< −An(t)V |α〉+
∑

y:〈1|y〉≤n
z:〈1|z〉≤n

ζy|y〉〈y|V |z〉ζz

= −An(t)V |α〉+An(t)V |Mn(t)〉
= −An(t)V

∣∣α−Mn(t)
〉
,(61)

where |Mn(0)〉 = |α
〉
. Inequality (61) implies

|Mn(t)〉 ≤ |α
〉

∀t ≥ 0.

Therefore, ∑
x:〈1|x〉≤n

ζx(t) ≤ 〈1|Mn(t)〉 ≤ 〈1|α
〉

and series ∑
x

ζx(t) is convergent for all α ∈ (0,∞)k and all t ≥ 0.

Let S(z) =
∑
x
Sxzx be the generating function of Sx defined as a k-dimensional power series.

Notice that by (40) we have

(62) ζx(t) = αxSxe
−〈x|V |α〉tt〈x|1〉−1 =

1

t
Sx

 k∑
j=1

αjte
−〈ej |V |αt〉|ej〉

x

=
1

t
Sxwx,

where |w〉 =
k∑
j=1

αjte
−〈ej |V |αt〉|ej〉.

Therefore, since ∑
x

ζx(t) =
1

t

∑
x

Sxwx

is convergent for all t > 0, whatever the choice of initial condition α ∈ (0,∞)k , the series∑
x
Sxwx converges for all w in the domain D as in (10). Hence, by (11), open set

D0 =

u ∈ (0,∞)k : ∃z ∈ R0 such that |u〉 =
k∑
j=1

zj e
−〈ej |V |z〉|ej〉

 .

is a subset of the domain (interior region) of convergence of S(z) =
∑
x
Sxzx.
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Lemma 4.1. Solutions of (37) and (39) coincide for 0 ≤ t ≤ 1
ρ(V D[αi])

. Moreover,

(63)
∑
x

ζx(t)|x〉 = |α〉 for all 0 ≤ t < 1

ρ(V D[αi])
.

Proof. Observe that for all multinomials p(x) = p(x1, . . . , xk), the series
∑
x
p(x)Sxzx is conver-

gent in the domain of convergence of S(z) =
∑
x
Sxzx. Thus, by (62), series

∑
x

p(x)ζx(t) =
1

t

∑
x

p(x)Sxwx with |w〉 =
k∑
j=1

αjte
−〈ej |V |αt〉|ej〉

converges whenever w ∈ D0. This happens when αt ∈ R0, i.e., when

t <
1

ρ(V D[αi])
.

Since p(x) can be taken to be quadratic, the matrix of all second order moments A(t) =∑
x
ζx(t)|x〉〈x| is finite when t < 1

ρ(V D[αi])
. Hence, equation (38) implies that

∑
x ζx(t)|x〉 = |α〉

for all 0 ≤ t < 1
ρ(V D[αi])

. �

Additionally, equation (37) implies

d

dt
A(t) =

1

2

∑
y,z

〈y|V |z〉ζy(t)ζz(t)
(
|y + z〉〈y + z|

)
−
∑
x,y

〈x|V |y〉ζx(t)ζy(t)
(
|x〉〈x|

)
=

1

2

∑
y,z

〈y|V |z〉ζy(t)ζz(t)
(
|y〉〈z|+ |z〉〈y|

)
=
∑
y,z

〈y|V |z〉ζy(t)ζz(t)
(
|y〉〈z|

)
=

(∑
y

ζy(t)|y〉〈y|

)
V

(∑
z

ζz(t)|z〉〈z|

)
= A(t)V A(t),

and therefore,

(64)
d

dt

(
V A(t)

)
=
(
V A(t)

)2
with the initial conditions A(0) = D[αi]. Note that we used finiteness of some third order
moments of ζx(t). However, they should be finite for all positive t < 1

ρ(V D[αi])
as p(x) can be

take to be a third degree multinomial.

Naturally, equation (64) has the following solution

(65) A(t) = D[αi]
(
I − tV D[αi]

)−1
implying the explosive behavior of the second moments matrix A(t) as t ↑ 1

ρ(V D[αi])
.
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4.2. Gelation via mass conservation and mass dissipation. As a consequence of multidi-
mensional Lambert-Euler inversion,

∑
x
ζx(t)|x〉 can be expressed via the minimal solution y(t)

of (12).

Lemma 4.2. Let ζx(t) denote the solution to the modified Smoluchowski equation (39) and for
each fixed t > 0, let y(t) = ΛV ◦ΨV (αt) be the minimal solution of (12). Then,∑

x

ζx(t)|x〉 =
1

t
|y(t)〉, or equivalently,

∑
x

xiζx(t) =
yi(t)

t
(i = 1, . . . , k).

Proof. Consider the generating function S(z) =
∑
x
Sxzx of Sx for z ∈ Rk in the domain of

convergence. Recall that, by (62), we have the following representation

ζx(t) =
1

t
Sxwx, where |w〉 =

k∑
j=1

αjte
−〈ej |V |αt〉|ej〉.

Therefore,

ζx(t)xi =
1

t
xiSxwx =

1

t
wi

∂

∂wi
Sxwx,

and ∑
x

ζx(t)|x〉 =
1

t
D[wi]

∣∣∇S(w)
〉

with the gradient of S(z) taken at w.

Thus, by Lemma 4.1, we have

t|α〉 = D[wi]
∣∣∇S(w)

〉
, where |w〉 =

k∑
j=1

αjte
−〈ej |V |αt〉|ej〉,

for any choice of α > 0 and 0 < t < 1
ρ(V D[αi])

.

Hence, for all y ∈ R0, we have

(66) |y〉 = D[wi]
∣∣∇S(w)

〉
, where |w〉 =

k∑
j=1

yje
−〈ej |V |y〉|ej〉.

Next, for a given α > 0 and t 6= 1
ρ(V D[αi])

, let y(t) = ΛV ◦ ΨV (αt) be the minimal solution of

(12). Then, we have ∑
x

ζx(t)|x〉 =
1

t
D[wi]|∇S(w)〉,

where, by (12),

|w〉 =

k∑
j=1

αjte
−〈ej |V |αt〉|ej〉 =

k∑
j=1

yje
−〈ej |V |y(t)〉|ej〉

and as y(t) ∈ R0, (66) yields

D[wi]
∣∣∇S(w)

〉
= |y(t)〉.
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Therefore, ∑
x

ζx(t)|x〉 =
1

t
D[wi]

∣∣∇S(w)
〉

=
1

t
|y(t)〉

affirming the statement of the lemma for t 6= 1
ρ(V D[αi])

.

Now, equation (61) implies that the partial sums |Mn(t)〉 of
∑

x ζx(t)|x〉 are decreasing, and
therefore,

∑
x ζx(t)|x〉 itself is coordinate-wise nonincreasing. Thus,

∑
x ζx(t)|x〉 ≤ |α〉, and by

continuity of y(t) = ΛV ◦ΨV (αt), we have

|α〉 = lim
t↓ 1
ρ(VD[αi])

1

t
|y(t)〉 = lim

t↓ 1
ρ(VD[αi])

∑
x

ζx(t)|x〉 ≤
∑
x

ζx

(
1

ρ(V D[αi])

) ∣∣x〉 ≤ |α〉.
This yields

∑
x ζx(t)|x〉 = |α〉 = 1

t |y(t)〉 for t = 1
ρ(V D[αi])

. �

Gelation time Tgel is defined as the time until which the mass
∑
x
ζx(t)|x〉 is conserved, and after

which, the mass begins to dissipate coordinate-wise.

Definition 4.3. The gelation time is the infimum

Tgel = inf
{
t > 0 :

∑
x

ζx(t)|x〉 < |α〉
}
.

Together, Corollary 2.6 and Lemma 4.2 imply the following.

Corollary 4.4. Let ζx(t) be the solution to the modified Smoluchowski equation (39). Then,
gelation time equals

Tgel =
1

ρ(V D[αi])
.

Recall another critical time introduced in Subsection 3.1

tc = inf
{
t > 0 : A(t) =

∑
x

ζx(t)|x〉〈x| diverges
}
.

From Lemma 4.2 and equation (38) we deduce the value of tc.

Corollary 4.5. For ζx(t) solving the modified Smoluchowski equation (39),

tc =
1

ρ(V D[αi])
.

Proof. Equation (38) yields
∑

x ζx(t)|x〉 = |α〉 for all t ∈ [0, tc). Thus, Lemma 4.2 implies

tc ≤ 1
ρ(V D[αi])

. On the other hand, the second moment matrix series A(t) =
∑
x
ζx(t)|x〉〈x| is

finite for t < 1
ρ(V D[αi])

(recall (65) and its derivation), yielding tc ≥ 1
ρ(V D[αi])

. �

Lemmas 2.7 and 4.2 yield another important corollary, stating that the total mass
∑
x
ζx(t)|x〉

will eventually dissipate to nothing, corresponding to a fact that all smaller clusters will be
eventually absorbed by a giant component.
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Corollary 4.6. Let ζx(t) be the solution to the modified Smoluchowski equation (39). Then,

lim
t→∞

∑
x

ζx(t)|x〉 = 0.

5. Application in Minimal Spanning Trees

For a nonnegative irreducible symmetric matrix V ∈ Rk×k and a vector α ∈ (0,∞)k, let α[n]
be as in (13). Consider the graph Kα[n] equipped with random edge lengths `e as defined in
Sect. 1.2. Recall that the length of a tree is the sum of the lengths of the tree’s edges, and let the
random variable Ln denote the length of the minimal spanning tree of Kα[n]. We are interested
in the asymptotic mean lengths of the minimal spanning tree of Kα[n] as n→∞. The following
theorem follows immediately from Sect. 4.3 in [16].

Theorem 5.1.

(67) lim
n→∞

E[Ln] =
∑
x

∞∫
0

ζx(t) dt,

where ζx(t) is the solution of the modified Smoluchowski coagulation system (39).

Proof. Follows immediately from the proof in Section 4.3 of [16] by replacing V =

[
0 1
1 0

]
with

any other nonnegative irreducible symmetric V ∈ Rk×k. �

Applying Corollary 3.11 and Theorem 5.1 together results in the following closed form expression
for the limit lim

n→∞
E[Ln].

Corollary 5.2.

(68) lim
n→∞

E[Ln] =
∑
x

(〈x|1〉 − 1)!

x!
αxTx 〈x|V |α〉−〈x|1〉

with Tx =
τ(Kk, xixjvi,j)

x1
(V x)x−1.

Proof. Substituting ζx(t) = 1
x!α

xTxe
−〈x|V |α〉tt〈x|1〉−1 from equation (59) into equation (67)

yields

lim
n→∞

E[Ln] =
∑
x

1

x!
αxTx

∞∫
0

e−〈x|V |α〉tt〈x|1〉−1 dt =
∑
x

1

x!
αxTx 〈x|V |α〉−〈x|1〉Γ

(
〈x|1〉

)
.

�

Now, we will use the following example to validate the general formula (68) in Corollary 5.2.
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Example 5.3. Let V = |1〉〈1|− I, i.e., Kα[n] is a complete multipartite graph with edge lengths
`e uniformly distributed on (0, 1). Substituting (47) into (68) yields

(69) lim
n→∞

E[Ln] =
∑
x

(nx − 1)!

x!
αxnk−2x

(
nx〈1|α〉 − 〈x|α〉

)−nx

k∏
i=1

(nx − xi)xi−1,

where nx = 〈x|1〉. In the equipartitioned case, when α = 1, equation (69) simplifies to

lim
n→∞

E[Ln] =
∑
x

nx!

x!
nk−nx−3
x (k − 1)−nx

k∏
i=1

(nx − xi)xi−1

=
∞∑
n=1

nk−n−3 (k − 1)−n
∑

x:〈x|1〉=n

n!

x!

k∏
i=1

(n− xi)xi−1(70)

Now, by the Abel’s type multinomial identity from Abramson [1], we have

(71)
∑

x:〈x|1〉=n

n!

x!

k∏
i=1

(n− xi)xi−1 = k(k − 1)n−1nn−k.

Substituting (71) into (70), we get

(72) lim
n→∞

E[Ln] =
k

k − 1

∞∑
n=1

n−3 =
k

k − 1
ζ(3),

where ζ(n) is Riemann zeta function. Equation (72) matches the general expression for the
asymptotic limit limn→∞ E[Ln] for regular graphs with i.i.d. uniformly distributed edge lengths
as derived in Beveridge et al [2], thus, validating the general formula (68) in Corollary 5.2.
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