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ABSTRACT. The Towers of Hanoi puzzle can be used to label a family of graphs in a way that provides easy (finite-state) coding properties. This puzzle can be modified to have any odd number of towers (greater than three) and the rules adjusted so that similar easy labelings can be created on the corresponding odd-dimensional graphs. However, the puzzle cannot be directly extended to an even number of towers and retain its essential structure. Are there other puzzles that exist on even-dimensional graphs in this family? A puzzle for the 2-dimensional case is known, and is even sold commercially as the Spin-Out Puzzle. We give an extension of this puzzle for graphs of any dimension $2^m$ for $m \geq 1$. We also explore combinations of this extended Spin-Out Puzzle with the Towers of Hanoi puzzles to create puzzles that correspond to the Sierpinski graphs for any dimension. In addition, we present two new labelings which have simple constructions and some easy coding properties.

1. INTRODUCTION

The Towers of Hanoi puzzle is an interesting and often-studied puzzle that also has curious applications to coding theory. In particular, it can be used to label a family of graphs in a way that provides easy (finite-state) coding properties[10]. In Section 2, we give background information on this family, called Sierpinski graphs or iterated complete graphs, as well as on codes and labels. It has also been proven in previous work (see [16],[14]) that the Towers of Hanoi puzzle can be modified to have any odd number of towers (greater than three) and the rules adjusted so that similar easy labelings can be created on the corresponding odd-dimensional graphs. We summarize these results in Section 3.

However, the puzzle cannot be directly extended to an even number of towers and retain its essential structure. Are there other puzzles that exist on these associated even-dimensional graphs? A puzzle for the 2-dimensional case is known, and is even sold commercially as the Spin-Out Puzzle, which we explore in Section 4. In Section 5, we give an extension of this puzzle to the 4-dimensional case based on work by Weaver[28], and also extend this to a puzzle for graphs of any dimension $2^m$ for $m \geq 1$ in Section 6. We then give the recursive labels of the graphs corresponding to these puzzles, and show that there are finite-state machines that can recognize codewords as well as error-correct words. In Section 7, we explore combinations of the extended Spin-Out Puzzle with the Towers of Hanoi puzzles to create new puzzles that correspond to the iterated complete graphs for all dimensions, including the remaining even dimensions. These are created by writing any dimension as $q \cdot 2^m$ for $q$ odd; the puzzle will have $q$ towers but also pieces
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that have $2^m$ orientations on each tower. The rules of the puzzle are essentially a combination of the rules of both puzzles. As desired, they reduce to the rules for the known puzzles when the dimension is odd or a power of two.

Our search for other labelings produced two, the Corner-Distance and Subgraph labelings, which have intuitive constructions and several desirable characteristics. We stopped short of considering puzzles for them. Section 8 covers the labelings and some basic results.
2. Graphs, Labels, and Codes

In this section we give some background on the specific graphs we will be working with, as well as the basic definitions for codes on graphs. Together this information forms the basis for our investigations.

2.1. Iterated Complete Graphs.

**Definition 2.1.** A (simple) graph \( G = (V, E) \) consists of a finite set \( V(G) \) (called vertices) and a set \( E(G) \) (called edges). Elements of \( E \) are unordered pairs of elements of \( V \). Two vertices \( v_1 \) and \( v_2 \) are adjacent (have an edge between them) if \( (v_1, v_2) \in E \). The adjective “simple” indicates that any two vertices have at most one edge between them, and that no vertex is adjacent to itself.

**Definition 2.2.** The degree of a vertex \( v \) is the number of vertices which are adjacent to \( v \).

**Definition 2.3.** The complete graph on \( d \) vertices, denoted \( K_d \), is the graph such that all the vertices are pairwise adjacent. That is, \( |V(K_d)| = d \) and \( E(K_d) = \{ \text{unordered pairs } (a, b) : a, b \in V(K_d) \} \).

Figure 1 shows some complete graphs.

![Figure 1: The complete graphs K₃, K₅, and K₈.](image)

**Definition 2.4.** An iterated complete graph, also known as a Sierpinski graph \([15]\), on \( d \) vertices with \( n \) iterations, denoted \( K_d^n \), can be defined recursively. \( K_1^d \) is the complete graph on \( d \) vertices. \( K_d^n \) is composed of \( d \) copies of \( K_d^{n-1} \) and edges such that exactly one edge connects each \( K_d^{n-1} \) subgraph to every other \( K_d^{n-1} \) subgraph and exactly one vertex in each of the \( K_d^{n-1} \) subgraphs has degree \( d - 1 \).

We say that a graph \( K_d^n \) has dimension \( d \).

**Definition 2.5.** A subgraph \( M \) of a graph \( G \) consists of a subset \( V(M) \subset V(G) \) together with the associated edges.

In particular, the \( d \) copies of \( K_d^{n-1} \) from which \( K_d^n \) is constructed are all subgraphs of \( K_d^d \).

Iterated complete graphs are easier to explain using examples. The graph \( K_d^n \) can simply be thought of as \( d \) copies of \( K_d^{n-1} \) connected in a nice way, or alternatively as the graph \( K_d^{n-1} \) with each vertex replaced by a copy of \( K_d \). Figure 2 shows the graphs \( K_6^1, K_6^2 \) and \( K_6^3 \), illustrating how each graph is constructed from the graph of the previous dimension.
Definition 2.6. A corner vertex, or simply corner, of the graph $K_d^n$ is a vertex with degree $d - 1$. A non-corner vertex is simply a vertex that is not a corner. All non-corner vertices of iterated complete graphs have degree $d$.

2.2. Codes on Graphs: Perfect One-Error-Correcting Codes.

Definition 2.7. Let $G$ be a graph and let $V$ be the set of vertices of $G$. Then a code on $G$ is a subset $C \subseteq V$. A codevertex is a vertex $c \in C$. A noncodevertex is a vertex $v \notin C$.

Definition 2.8. A perfect one-error-correcting code (or P1ECC) on a graph $G$ is a code such that:

1. No two codevertices are adjacent.
2. Every noncodevertex is adjacent to exactly one codevertex.

Examples of P1ECC’s can be found in the left-hand graphs in Figures 3, 4, and 5.

2.3. Labelings and Codewords.

Definition 2.9. A labeling on $K_d^n$ is a method of assigning strings to the vertices of $K_d^n$ such that this method gives a bijection between vertices and strings. The string assigned to a vertex will be called the label of that vertex.

Definition 2.10. In a labeling of $G$, a codeword is the label of a codevertex. A noncodeword is the label of a noncodevertex.

We say that $L_d^n$ is the labeling of $K_d^n$. Which labeling we mean will be clear from the context.

Definition 2.11. Let $G$ be a graph. A labeling of $G$ has the Gray code property if every pair of adjacent vertices has labels which differ in exactly one position.

2.4. The G-U Construction. Cull and Nelson[10] proved that determining whether a given graph has a P1ECC is an NP-complete (difficult) problem. However, they introduced a relatively simple method for constructing a P1ECC on $K_3^n$ for any iteration $n$. Also, they proved that this code is unique up to rotation, with strict uniqueness if a specified corner of $K_3^n$ is required to be a codeword. These results were later found to generalize to higher dimensions, and independently by Klavzar, Milutinovic, and Petr in [15]. Cull and Nelson’s method has come to be known as the G-U construction. It is the foundation of our methods for codeword recognition and error correction on iterated complete graphs.
The G-U construction uses two types of codes on \( K_d^n \): G-codes and U-codes. Let \( G_d^n \) denote \( K_d^n \) with the G-code and let \( U_d^n \) denote \( K_d^n \) with the U-code. \( G_d^n \) and \( U_d^n \) are constructed recursively as follows:

- To construct \( G_1^1 \), designate one vertex of \( K_1^1 \) as the *top vertex* and rotate it to the top position. Make this vertex a codevertex. Make the other \( d-1 \) vertices noncodevertices.
- To construct \( U_1^1 \), designate one vertex of \( K_1^1 \) as the top vertex and rotate it to the top position. Make all \( d \) vertices noncodevertices.

Figure 3 shows \( G_5^1 \) and \( U_5^1 \).

**Figure 3.** \( G_5^1 \) and \( U_5^1 \).

We now show how to construct \( G_d^n \) and \( U_d^n \) for arbitrary \( n \):

**To construct \( G_d^n \) when \( n \) is even:**

1. Make \( d \) copies of \( G_d^{n-1} \).
2. Connect each pair of copies so that the top vertex of every copy remains unconnected.
3. Designate the top vertex of some \( G_d^{n-1} \) as the top vertex of \( G_d^n \).

**To construct \( G_d^n \) when \( n \) is odd:**

1. Create one copy of \( G_d^{n-1} \) and \( d-1 \) copies of \( U_d^{n-1} \).
2. Connect the top vertices of the copies of \( U_d^{n-1} \) to distinct non-top corner vertices of \( G_d^{n-1} \).
3. Connect each pair of copies of \( U_d^{n-1} \) by one edge such that
   - This edge connects a non-top corner vertex in one copy to a non-top corner vertex in the other copy.
   - Exactly one non-top corner vertex of each \( G_d^{n-1} \) remains unconnected.
4. Designate the top vertex of \( G_d^{n-1} \) as the top vertex of \( G_d^n \).

**To construct \( U_d^n \) when \( n \) is even:**

1. Make one copy of \( U_d^{n-1} \) and \( d-1 \) copies of \( G_d^{n-1} \).
2. Connect the top vertices of the copies of \( G_d^{n-1} \) to distinct non-top corner vertices of \( U_d^{n-1} \).
3. Connect each pair of copies of \( G_d^{n-1} \) by one edge such that
   - This edge connects a non-top corner vertex in one copy to a non-top corner vertex in the other copy.
   - Exactly one non-top corner vertex of each \( G_d^{n-1} \) remains unconnected.
4. Designate the top vertex of \( U_d^{n-1} \) as the top vertex of \( U_d^n \).

**To construct \( U_d^n \) when \( n \) is odd:**

1. Make \( d \) copies of \( U_d^{n-1} \).
(2) Connect each pair of copies by a vertex such that the top vertex of every copy remains unconnected.
(3) Designate the top vertex of some $U_d^{n-1}$ as the top vertex of $U_d^n$.

This is much easier to understand via example. Figure 4 shows $G_5^2$ and $U_5^2$. Figure 5 shows $G_5^3$ and $U_5^3$.

3. THE SF LABELING AND PUZZLE

Because labels and puzzles for odd dimensions have been established in previous papers (see [14], [16]), the focus of our paper is iterated complete graphs with even dimension. In this section
we summarize those results. The SF labeling on the odd dimension iterated complete graphs has been established to have finite-state machines for codeword recognition and error correction. The SF labeling also has the Gray code property and corresponds to a puzzle called the SF puzzle. In the case \( d = 3 \), the SF labeling corresponds to the Towers of Hanoi labeling given by Cull and Nelson[10]. It has been demonstrated that even dimensional iterated complete graphs do not support SF-like labelings.

3.1. Construction of the SF Labeling. Let \( d \geq 3 \) be an odd number. The labeling of \( K_n^d \) is constructed recursively from the labeling of \( K_{n-1}^{d-1} \).

Label \( K_1^d \) as follows: the top vertex is labeled 0, then the remaining vertices are labeled 1, 2, \ldots, \((d - 1)\) going counterclockwise. Figure 6 shows the SF labeling of \( K_3^5 \).

![Figure 6. The SF labeling of \( K_3^5 \).](image)

The SF labeling of \( K_n^d \) is constructed according to the following algorithm: Apply the permutation \( \alpha \) to each digit in every label of \( K_{n-1}^{d-1} \), where \( \alpha(z) = \frac{d+1}{2}z \mod d \). Now make \( d \) copies of \( \alpha(K_{n-1}^{d-1}) \). Rotate the \( k \)th copy \( \frac{2\pi k}{d} \) radians counterclockwise, then append \( k \) to each word in this copy. Finally, connect the \( d \) copies to form \( K_n^d \). Figure 7 shows the SF labeling of \( K_7^2 \). Figure 8 shows the SF labeling of \( K_5^3 \).

3.2. The SF Puzzle. The Towers of Hanoi is played with \( n \) disks all of different size. The disks are stacked on three towers so that no larger disk is stacked on top of a smaller one. The goal is to begin with all disks on one tower and move them to another. We will number the towers 0, 1, and 2. A natural way to label the configurations of disks on towers is with ternary strings as follows. Record the tower number of the smallest disk. To the right of this number, record the tower number of the next smallest disk. Continue in this way to obtain a string of length \( n \). Now each vertex of \( K_3^n \) has an SF label that corresponds to a configuration of the Towers of Hanoi puzzle. The labels of adjacent vertices represent configurations which are one legal move from each other. Figure 9 shows the SF labeled graph \( K_3^3 \) corresponding to Towers of Hanoi with 3 disks.

Now imagine we have an odd number \( d \geq 3 \) of towers numbered 0 through \( d - 1 \). Like the Towers of Hanoi, configurations of \( n \) disks on these towers can be represented by base \( d \) strings of length \( n \). The SF puzzle has the same rules as Towers of Hanoi. In addition, it has the following rules to restrict the possible moves to those represented by the SF labeling on \( K_n^d \).

(1) No disk may be moved unless all of the disks smaller than it are stacked together on the same tower.
(2) When a disk is able to move, if the stack of smaller disks is on tower $a$ and the disk to be moved is on tower $b$, then the disk may only move to tower $(2a - b) \mod d$.

Note that the movement of the smallest disk is unaffected by these additional rules; it can always move to any tower. Figure 10 shows configurations corresponding to labels 220 and 224 on $K_3^2$. Here the largest disk can only move between towers 0 and 4, and indeed there is an edge between these two vertices in $K_3^2$, as shown in Figure 8.
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A good starting point for our investigation into puzzles for even-dimensional iterated complete graphs is the Spin-Out puzzle by ThinkFun[25]. The goal of the game is to remove a rectangle with seven spinners on it from a plastic case. In the traditional starting position, all seven spinners are vertical, and the rectangle can only be removed when all of the spinners are aligned horizontally. Let the spinners be labeled 0 to 6 from the left to the right. The $n^{th}$ spinner can only be turned...
Figure 10. Configurations corresponding to labels 220 and 224 on $K_3^2$. The largest disk may move between towers 0 and 4.

when the spinners 0 through $n - 2$ are horizontal and spinner $n - 1$ is vertical. Note that the leftmost spinner is free to move at anytime.

Figure 11. A configuration of the Spin Out puzzle. The spinner under the arc may move, and we may also slide the large rectangle to the right and move the the leftmost spinner.

To represent this puzzle by a labeling on a graph, let each spinner be represented by a bit. If the spinner is horizontal, the bit is 0; if it’s vertical, 1. Then let each configuration of the puzzle be represented by a string of seven bits, the leftmost bit corresponding to the leftmost spinner and so on. We associate these labels with vertices, and when we create edges between them representing possible moves of the Spin-Out puzzle, we get a Gray labeling on $K_7^2$.

Note that the puzzle can be generalized to use any number of spinners, not just 7. This resulting family of puzzles can be represented by the reflected binary Gray code on $K_n^2$, which we now describe.

4.1. Graph and Label. The reflected binary Gray code is a well-known labeling scheme on $K_n^2$ with an easily defined recursive construction[26].

For $n = 1$, let the reflected binary Gray code, $G_1$, be 0-1. That is, we label one vertex 0 and the other vertex 1.

To construct $G_n$:

(1) Take two copies of $G_{n-1}$. Append 0 to the labels in the first copy and 1 to the labels in the second copy.
4.2. **Codeword Recognition.** If we consider the perfect one error-correcting code on this labeling as defined by the G-U construction (see Section 2.4), we find the code vertices as shown circled on the graphs. Now, given a label, we would like to know whether or not it is a codeword.

More specifically, is there a finite-state machine that recognizes codewords? Yes, there is a machine that can be created directly from the recursive construction of the label and code. This codeword recognizer for the reflected binary Gray code is shown in Figure 13. This machine is nondeterministic, since it has more than one start state. If the iteration is even, the machine starts in state $G_e$. If the iteration is odd, the machine starts in state $G_o$. If the machine ends in the accepting state, then the word is a codeword.

We can easily convert this machine to a deterministic machine, though we do not show this here (see [21]) for theory on finite-state machines). Later, (Section 6.4, we will prove a more general case of this recognizer and show a deterministic version. Alternatively, if we require that 0...0 is a codeword, the only P1ECC on the graphs $K_n^2$ has the codewords at every third vertex. Thus this machine only needs to convert the Gray label to its binary position and determine if that position is a multiple of 3, both of which can be simply done with finite-state machines.

4.3. **Error Correction.** If we place a word into the recognizer, we can decide whether or not it is a codeword. One motivation for perfect one-error-correcting codes, however, is to be able to easily find, for any word, the closest codeword. This is called error correcting.

The error corrector for the reflected binary Gray code labeling is shown in Figure 14. The machine reads a string bit by bit, following the transition with the given bit on the left part of the label. The machine then changes that bit to the bit on the right side of the label. The codeword recognizer above must first be used. If the final state is a G state, the error corrector begins at the 0 state (which returns the string unchanged, since it is a codeword). If the final state is either of the $C_1$ states, the machine begins in 1; if the final state is a $C_2$ state, it begins in 2.

The proof that a generalized version of this error corrector indeed works can be found in Section 6.4.
5. Dimension 4: The Reflection Puzzle

The Reflection Puzzle was first described by Weaver[28]. We found a physical representation of this labeling of the iterated complete graphs of dimension 4. It bears a close resemblance to the Spin-Out puzzle. In fact, it is essentially two such puzzles stacked on top of each other. Our goal will still be to change each piece to the zero orientation. In this puzzle, however, each piece is made up of two spinners that can (sometimes) move independently, giving four possible orientations, shown in Figure 15.

We will again use the labels of the pieces to represent puzzle configurations. An example can be found in Figure 16.

5.1. Rules. As usual, the leftmost piece may move at any time. Here, however, it may also move to any orientation, allowing 3 possible moves. For a piece \( j \neq 0 \) to be able to move, we must have
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5.2. **Graph and Label.** To represent this puzzle on a graph, we will associate the labels as defined above with vertices and legal moves with edges. As hoped, the graph generated is $K_{4^n}$. Since only one piece is moved at a time in the puzzle, this new labeling is a Gray labeling.

To create this labeling when $n = 1$, the top vertex of $K_4^1$ is labeled 0 and each other vertex, moving counterclockwise, is labeled with the successive integers through 3.

To construct this labeling scheme on $K_{4^n}$ for $n > 1$:

1. Construct 4 copies of the labeling on $K_{4^{n-1}}$, and index these copies from 0 to 3.
2. Reflect copy 1 vertically, and add a 1 to the end of every label in the copy.
3. Reflect copy 2 both vertically and horizontally, and add a 2 to the end of every label in the copy.
4. Reflect copy 3 horizontally, and add a 3 to the end of every label in the copy.
5. Place copy 0 as the top copy and the others in order counterclockwise. Finally connect each copy to all of the other copies, as shown in Figure 17.

As in the Spin-Out puzzle and associated labeling, this labeling has finite-state recognition and error correction, which we prove generally in the next section.

**FIGURE 16.** An example puzzle orientation for the Reflection Puzzle labeled 0320

pieces 0 through $j - 2$ at orientation 0. Also, if piece $j - 1$ is at 0, then no spinners in piece $j$ can move; thus we need $f(j - 1) \neq 0$.

So suppose piece $j$ is able to move. Which orientation should it change to? Our rule is: if a spinner can move, it does move. Thus for any vertical spinner in piece $j - 1$, the corresponding spinner in $j$ will change orientations. In Figure 16, the second to last piece may change from 2 to 1.
Figure 17. The Reflection-Method labelings of $K_4^1$ and $K_4^2$

6. Dimension $2^m$

The puzzle on four dimensions suggests an easy extension of Spin-Out to all dimensions which are powers of 2. The extended puzzles will retain the sliding aspect of Spin-Out, but the spinners will be replaced by pieces which consist of a stack of spinners. When a piece is composed of $m$ spinners, it will have $2^m$ possible orientations, since each spinner can be in one of two orientations. For $n$ pieces, there will be $(2^m)^n = d^n$ configurations. The sliding rules will determine which pieces can change, and new spinning rules will determine how the pieces can change. Together they will define which configurations can change to which configurations. Note that all proofs in this section apply to the Spin-Out and Reflection puzzles. At present, these additional puzzles are mathematical constructions and they may be difficult to physically construct so that all the mathematical rules are completely enforced.

We need a way to associate orientations of the pieces with numbers 0 through $d - 1$. We define the orientations of our pieces as follows:

- For a dimension $d = 2^m$, each puzzle piece will consist of $m$ spinners stacked one on top of the other.
- To find orientation $j$, write $j$ as a binary number. To set a piece in this orientation, let the 1’s (rightmost) bit represent the top spinner; a 0 bit means that it is horizontal, while a 1 bit means that it is vertical. Similarly, let the 2’s bit represent the spinner just below the top spinner, the 4’s bit the next spinner, etc. Continue in this manner; the $(m - 1)$’s bit will represent the bottom spinner.
- Thus for each $j \in \{0, \ldots, d - 1\}$ we have a distinct orientation and corresponding binary number. Since there are exactly $d$ orientations, we know we have defined all possibilities.

Example 6.1. Suppose $d = 8 = 2^3$. That is, $m = 3$, so the pieces are composed of 3 spinners. Then, for example, the $0 = 000_2$ orientation consists of all horizontal spinners, the $7 = 111_2$ orientation has all vertical spinners, and the $3 = 011_2$ orientation has a horizontal spinner on the bottom with two vertical spinners above it.
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Note that the 0th orientation will always consist of all horizontal spinners. Note also that Spin-Out and the Reflection Puzzle both consistently follow this naming scheme.

Now, for an iteration $n$ for $n \geq 1$, we will have $n$ puzzle pieces. We will call the leftmost piece the 0th piece and continue numbering the pieces from left to right. Thus the rightmost piece is the $(n - 1)$th piece. Given a configuration of our puzzle, we will label it with a string of characters from $\{0, \ldots, d - 1\}$, where each piece 0 through $n - 1$ is represented by the number of the orientation it is in. To avoid confusion, we will write $f(j)$ to refer to the orientation of piece $j$.

**Example 6.2.** Continuing from the example above, Figure 19 has the label 0374.

![Figure 19](image)

**Figure 19.** An example configuration for the Dimension 8 Puzzle. The pieces are numbered left to right 0, 1, 2, and 3.

6.1. **Rules.** The rules of this puzzle are nearly the same as for the Reflection Puzzle. First, the 0th piece may always change orientation, and may change to any other orientation.

To spin at least one spinner of the $j$th piece, we must have that pieces 0 through $j - 2$ are 0 and piece $j - 1$ is not 0. In our notation, we need $f(0)$ through $f(j - 2)$ to be 0 and $f(j - 1) \neq 0$. If these conditions are satisfied, then we must move as many spinners of the $j$th piece as possible; that is, any spinner that can switch between its horizontal and vertical positions must do so.

For example, in Figure 19, piece 2 is able to change orientations. Since the bottom spinner of piece 1 is horizontal, the bottom spinner of piece 2 cannot move. However, the other two spinners can move, and so they must become horizontal. Thus we may change the orientation of piece 2 from 7 to 4.

The goal of the puzzle is, given some initial configuration, to move all the pieces to orientation 0. Since this puzzle can be represented by $K_d^n$ as we prove shortly, we know that the minimum solution path for any two configurations is not longer than $2^m - 1$, the diameter of the graph. This quantity is the same as for both the Spin-Out puzzle and the SF Puzzles. Another way of “solving” this puzzle might be to choose two configurations and move from one to the other. Of course,
puzzles are fun, but the focus of the paper is the puzzle’s relationship to the family of iterated complete graphs, which we will now prove, after some preliminary lemmas.

It would be helpful to be able to know which orientation piece \( j \) can move to without thinking in terms of spinners. To do this, we define a special operation. The operator \( \oplus \) denotes bitwise addition on two numbers; that is, \( r \oplus s \) means write both \( r \) and \( s \) as binary numbers and do a bitwise addition (also known as a XOR, or addition without carry).

**Lemma 6.3** (Orientation Change Function). If \( f(0) \) through \( f(j-2) \) are 0 and \( f(j-1) \neq 0 \), then piece \( j \) may move to \( f(j-1) \oplus f(j) \). Because \( f(j-1) \oplus f(j) \neq f(j) \), piece \( j \) can make a change to another distinct orientation.

**Proof.** Recall that we defined our orientations to coincide with binary numbers representing the spinners in a piece; a 0 is a horizontal spinner, and a 1 is a vertical spinner. Then consider that movement of the spinners of piece \( j \) are completely dictated by the positions of the spinners of piece \( j-1 \). In particular, any horizontal spinners in piece \( j-1 \) block movement in piece \( j \) of the spinner in the same horizontal plane. Therefore, any 0’s in the binary representation of \( f(j-1) \) dictate that no change should occur in the corresponding bits in the binary representation of \( f(j) \). Since \( 0 + x = x \) in bitwise addition, our formula holds in this case.

For the remaining case, consider the vertical spinners in \( j-1 \), i.e. the 1’s in the binary representation of \( f(j-1) \). These allow movement of the corresponding spinners in \( j \) and according to our rule, the spinners must change. Since \( 1 + 1 = 0 \) and \( 1 + 1 = 1 \) in bitwise addition, our formula holds for each bit. Thus the result \( f(j-1) \oplus f(j) \) is the orientation to which piece \( j \) may move.

Finally, note that since \( f(j-1) \neq 0 \), it has at least one bit equal to 1, which causes a change in that bit in \( f(j) \), so \( f(j-1) \oplus f(j) \neq f(j) \). \( \square \)

Note that \( f(j-1) \oplus f(j) \) can equal \( f(j-1) \). In fact, this occurs if and only if \( f(j) = 0 \). Thus the configuration 0...0x0 may move to 0...0xx.

**Lemma 6.4** (Reversibility of Moves). All moves in this puzzle are reversible.

**Proof.** Clearly all moves by the leftmost piece are reversible since we may move this piece at any time. To consider moves by some other piece, first let \( x \in \{1, \ldots, d-1\} \) and \( y \in \{0, \ldots, d-1\} \). Also, let \( W \) be the empty string or some fixed string consisting of characters from \( \{0, \ldots, d-1\} \). Now suppose the configuration 0...0xyW may move to 0...0xzW (where there may be any fixed nonnegative number of leading zeros).

By Lemma 6.3, \( z = x \oplus y \). Then in 0...0xzW, the piece at \( z \) may change to \( x \oplus z = x \oplus (x \oplus y) \).

It is easy to check that bitwise addition (the XOR) is associative. Also, note that any string added bitwise to itself is simply the zero string since \( 1 + 1 = 0 + 0 = 0 \). Thus \( x \oplus (x \oplus y) = (x \oplus x) \oplus y = 0 \oplus y \), which simply equals \( y \). Therefore the configuration 0...0xzW may move to 0...0xyW as desired. \( \square \)

Thus we know that \( \oplus \) is associative as well as commutative, and that each number is its own inverse under \( \oplus \). These properties will be of further use to us.

### 6.2. Graph and Labeling.

Now that we have a puzzle, we wish to show that it is in fact the puzzle we were looking for—the puzzle that fits the graph \( K_d^n \) (for \( d = 2^n \)). We label each vertex in \( K_d^n \) with the label of some puzzle configuration and connect two vertices if the two configurations are one legal move apart. Since we can only move one piece at a time, the labeling scheme is a
Gray code. Also, by Lemma 6.4, the edges are not directed; we may always undo the last move we made. The following lemmas will help in our proof.

**Lemma 6.5 (Corner Labels).** The puzzle configurations $0\ldots0k$ for $k = \{0,\ldots,d-1\}$ have exactly $d-1$ adjacent configurations (where there may be any nonnegative number of leading zeros).

*Proof.* By a rule of our puzzle, the $0^\text{th}$ piece, at orientation 0, may always change to any other orientation $1,\ldots,d-1$. This gives us $d-1$ possible moves. To see that there are no others, note that there is no piece where $f(j-1) \neq 0$. Since this is required for a piece $j \neq 0$ to move, no other moves are possible. \hfill \Box

**Lemma 6.6 (Non-Corner Labels).** All other configurations (those not of the form $0\ldots0k$ for $k = \{0,\ldots,d-1\}$) have exactly $d$ moves.

*Proof.* First, note that any configuration not of the form $0\ldots0k$ for $k = \{0,\ldots,d-1\}$ instead has the form $0\ldots0xyW$ where there may be any nonnegative number of leading zeros, $x \neq 0$, and where $W$ is the empty string or some string consisting of characters from $\{0,\ldots,d-1\}$. Again, the first piece may always change to any other orientation $1,\ldots,d-1$, giving us $d-1$ possible moves. Now, we show that there is exactly one more. Since $x \neq 0$, the piece $j$ such that $f(j) = y$ is the only piece that has $f(0)$ through $f(j-2)$ equal to 0 and $f(j-1) \neq 0$. Therefore piece $j$ is the only other piece that may move. By Lemma 6.3, piece $j$ may change from orientation $y$ to some other distinct orientation, giving us a total of $d$ moves. \hfill \Box

**Lemma 6.7.** For a fixed $y \in \{0,\ldots,d-1\}$, the function defining the possible change of the character $y$ in the configuration $0\ldots0xy\ldots$ of domain $x \in \{1,\ldots,d-1\}$ is a bijection onto $\{0,\ldots,d-1\} \setminus \{y\}$. That is, for any other character $z$ not $y$, there is some nonzero $x$ such that $0\ldots0xy\ldots$ may change to $0\ldots0xz\ldots$.

*Proof.* First, let the piece with orientation $y$ be piece $j$. Since $x \neq 0$, $y$ does move, and so this function is well-defined. By Lemma 6.3, piece $j$ actually changes, so $y$ is not a valid element of the range; thus the domain and range are the same size. Now we need only show that this function is injective. So suppose that both $x_1$ and $x_2$ change $y$ to $z$. That is, $x_1 \oplus y = z = x_2 \oplus y$. Bitwise adding $y$ shows that $x_1 = x_2$. \hfill \Box

**Theorem 6.8.** The described generalized Spin-Out puzzle fits the graph $K^*_d$. That is, each vertex in $K^*_d$ represents a configuration of pieces, and each edge represents a valid move between two configurations.

*Proof.* We will use induction on the number of puzzle pieces $n$, which will correspond to the iteration of the graph $K^*_d$. First consider the puzzle with one puzzle piece consisting of $m$ spinners. Because this piece is the $0^\text{th}$ piece, it may change to any orientation at any time, and because it is the only piece, these are the only moves we can make. Clearly this corresponds to the complete graph $K_d = K^1_d$.

Now assume that the puzzle with $(n-1)$ pieces corresponds to the graph $K^*_d$. We will consider the puzzle with $n$ pieces. Note that if we may move the $j^\text{th}$ piece in some puzzle, the $(j+1)^{\text{st}}$ piece (and any pieces farther right) is essentially irrelevant. As seen in the example in Figure 19, the last piece does not affect what moves are legal by piece 0 through piece 2. Thus we consider the puzzle with $n$ pieces to be a combination of $d$ puzzles, each with $n-1$ pieces, one puzzle for each
possible orientation of our added piece. Therefore, one character representing the orientation of the new piece will be appended to each label. The \( d \) smaller puzzles are each copies of \( K_d^{n-1} \) by our induction hypothesis. Then all that remains is to show that these \( d \) subgraphs connect in the correct manner.

Recall that an iterated complete graph of dimension \( d \) has \( d \) corner vertices (vertices that are degree \( d - 1 \)). We claim that exactly one vertex from each of the \( K_d^{n-1} \) subgraphs will become a corner vertex of \( K_d^n \): the vertex \( 0 \ldots 0r \), which we know is a corner vertex by Lemma 6.5. To see this, note that in \( K_d^n \), the label \( 0 \ldots 0 \) will be appended with some \( r \in \{0, \ldots, d-1\} \). Simply using Lemma 6.5 once more shows that the vertex \( 0 \ldots 0r \) is a corner vertex of \( K_d^n \), giving us \( d \) such corner vertices. Clearly these are the only ones, since any other vertex of \( K_d^{n-1} \), when appended by some \( r \in \{0, \ldots, d-1\} \), cannot have the form \( 0 \ldots 0r \). By Lemma 6.6, these other vertices are not a corner vertices, and we have verified this claim.

Next we show that every other corner of each \( K_d^{n-1} \) subgraph connects to exactly one different \( K_d^{n-1} \) subgraph at one of its corner vertices. Each of these other corner vertices in the \( K_d^{n-1} \) graphs have the form \( 0 \ldots 0s \) for \( s \in \{1, \ldots, d-1\} \) (Lemma 6.5). Thus, in \( K_d^n \), their new labels have the form \( 0 \ldots 0st \) for \( s \in \{1, \ldots, d-1\} \) and \( t \in \{0, \ldots, d-1\} \). Then \( 0 \ldots 0st \) may move to \( 0 \ldots 0(s \oplus t) \), which is in the \( (s \oplus t) \)th subgraph; by Lemma 6.3 this is a different subgraph than the \( t \)th subgraph.

So consider some fixed \( K_d^{n-1} \) subgraph, i.e. \( t \) in \( 0 \ldots 0st \). By Lemma 6.7, over all values of \( s \) (we know \( s \neq 0 \)), \( t \) will change to every character except \( t \) itself. This implies that this fixed subgraph must be connected to each of the other \( d-1 \) subgraphs exactly once. Since \( t \) was arbitrary, this is true for each \( K_d^{n-1} \) subgraph. This finishes our proof. 

\[ \square \]

6.3. **Recursive Labeling.** Theorem 6.8 tells us how to construct our graph and labeling from the puzzle. We wish, however, to have a way to recursively construct the labelings on the family of iterated complete graphs \( K_d^n \) without referring to the puzzle.

Unfortunately, this labeling of the family of iterated complete graphs of these dimensions is not unique. For at least dimension 8, there exist other labelings that still preserve the desired property of having the reflected binary Gray code along each diagonal from \( 0 \ldots 0 \). However, it does not appear that any puzzle easily associates with any other labeling we have found.

The base case for our labeling is the complete graph \( K_1^n = K_1^1 \). Clearly any labeling of the vertices would correspond to the puzzle, so without loss of generality we will label some “top” vertex \( 0 \) and label in order counterclockwise, and call this labeling \( L_1^1 \).

Now assume we have \( L_d^{n-1} \). We know that \( L_d^n \) is based on \( d \) copies of \( L_d^{n-1} \) by Theorem 6.8; however, if we simply placed each copy down, the edges connecting these subgraphs would not draw the graph as we have neatly depicted it in this paper. Therefore we will permute each subgraph so that the edges are in the desired locations. Clearly without loss of generality, we may place the \( 0 \)th subgraph any way we wish, so we will not permute it. Then to create \( L_d^n \):

- When \( i = 0 \), the copy is placed in the top \((0)\)th position and \( 0 \) is appended.
- For all other \( i \), the permutation \( \Gamma_i \) is applied to the last character of each label in the \( i \)th copy of \( L_d^{n-1} \), where \( \Gamma_i \) bitwise adds \( i \) to the last character in a label. That is, \( \Gamma_i(x \ldots) = \ldots(x \oplus i) \).

Then this \( i \)th copy is placed in the \( i \)th position counterclockwise from the top position, and the character \( i \) is appended to each label.
• Finally, for each $i$, the vertex at position $j$ from the top position is connected to the $i^{th}$ corner of $j^{th}$ subgraph. If $j = i$, the vertex is a corner of the entire graph and no edge is drawn.

**Example 6.9.** Figure 20 shows $L_{8}^{1}$ and $L_{8}^{2}$, the recursive labeling for the graphs $K_{8}^{1}$ and $K_{8}^{2}$. As an example of how to permute a subgraph, look at the subgraph immediately counterclockwise of the top position, the $1^{st}$ subgraph. This was labeled by applying $\Gamma_{1}$ to $L_{8}^{1}$ and appending 1. Note that $0 \oplus 1 = 1$, $1 \oplus 1 = 0$, $2 \oplus 1 = 3$, etc.

![Figure 20](image)

**Figure 20.** The labeling for the first and second iterations for the dimension 8 graph, corresponding to the extended Spin-Out puzzles with 1 and 2 pieces respectively.

**Lemma 6.10.** Each permutation $\Gamma_{i}$, for any $i \in \{0, \ldots, d - 1\}$, is a graph automorphism on $L_{d}^{n}$. That is, applying any $\Gamma_{i}$ does not change the structure or any edges of the graph.

**Proof.** First of all, note that $\Gamma_{i}$ is in fact a permutation on the vertices. Indeed, suppose $\Gamma_{i}(\ldots y) = \Gamma_{i}(\ldots z)$. (Since $\Gamma_{i}$ only changes the last character, we know that the rest of the label must be identical.) But $\Gamma_{i}(\ldots y) = \ldots (y \oplus i)$ and $\Gamma_{i}(\ldots z) = \ldots (z \oplus i)$. Then $y \oplus i = z \oplus i$ and $y = z$, so the labels $\ldots y$ and $\ldots z$ are the same. Thus $\Gamma_{i}$ is injective, and since $\Gamma_{i}$ maps a set to itself, $\Gamma_{i}$ is a bijection.

Now, we show that for adjacent vertices $u, v$ in $L_{d}^{n}$, we have that the vertices $\Gamma_{i}(u)$ and $\Gamma_{i}(v)$ are adjacent in $\Gamma(L_{d}^{n})$. There are three cases. (In all cases, the number of leading zeros may be positive or zero.)

1. If the vertex is labeled $0\ldots 0x$, then it is adjacent only to the $d - 1$ vertices $y0\ldots 0x$ for $y \in \{0, \ldots, d - 1\}$ (see Lemma 6.5). Call this set of vertices $S$. Now $\Gamma_{i}(0\ldots 0x) = 0\ldots 0(x \oplus i)$, which, again by Lemma 6.5, is adjacent only to $y0\ldots 0(x \oplus i)$ for $y \in \{0, \ldots, d - 1\}$. The set of these vertices is clearly equal to $\Gamma_{i}(S)$. 
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(2) If the vertex is labeled 0...0xz, then it is adjacent to only the vertices in the set
\[ S = \{ y0...0xz : y \in \{ 0, \ldots, d-1 \} \} \cup \{ 0...0x(z \oplus i) \}. \]
But \( \Gamma_i(0...0xz) = 0...0x(z \oplus i) \), which is adjacent only to
\[ \{ y0...0x(z \oplus i) : y \in \{ 0, \ldots, d-1 \} \} \cup \{ 0...0x(x \oplus z \oplus i) \} = \Gamma_i(S). \]

(3) The remaining possibility is that the vertex is labeled 0...0xzW for some nonempty string of characters W. It is only adjacent to the labels corresponding to all changes of the leading character in the label, and also to the label 0...0x(x \oplus z)W. Clearly, applying \( \Gamma_i \) (changing the last character in W) preserves these adjacencies.

Thus all edges are preserved. \( \square \)

**Theorem 6.11.** This recursive labeling is the same labeling as described in Theorem 6.8.

**Proof.** Since Lemma 6.10 shows that applying some \( \Gamma_i \) to a subgraph does not change the edges within that subgraph, we only need show that the new edges drawn between the subgraphs are in fact the correct connections. Note that \( \Gamma_0 \) is the identity permutation since we do not permute the 0th subgraph.

So fix some subgraph \( i \) in \( L_d^n \), and take the \( j \)th corner vertex where \( j \neq i \). Recall that \( \Gamma_i \) was first applied to the subgraph and then \( i \) was appended. Thus, since it is a corner, the label has the form 0...0(j \oplus i)i = v.

Now we claimed in our construction method that this vertex should connect to the \( i \)th corner of \( j \)th subgraph. Similar to above, the \( j \)th subgraph had \( \Gamma_j \) applied and \( j \) appended, so the label is of the form 0...0(i \oplus j)j. But this configuration may move to 0...0(i \oplus j)(i \oplus j \oplus j) = 0...0(i \oplus j)i = v, since \( \oplus \) is commutative. Thus the two vertices are indeed adjacent. Since \( i, j \) were arbitrary, all connections between the subgraphs are correct, and we have proven the theorem. \( \square \)

6.4. **Codeword Recognition.** Using the G-U construction as described earlier in the paper, we know exactly what vertices are code vertices for each graph. Since these sets are defined recursively, we can use them in combination with the recursive labeling to produce recursive definitions for the actual codewords themselves. It will be helpful to refer to a labeled graph \( L_d^n \) with a code \( G_d^n \) or \( U_d^n \) associated with it. Thus we define \( C_d^n \) as the labeled graph \( L_d^n \) with the \( G_d^n \) code scheme, and \( H_d^n \) as \( L_d^n \) with the \( U_d^n \) code scheme. (We use this notation because the code vertices of \( C_d^n \) are the codewords of the P1ECC on \( L_d^n \), while the code vertices of \( H_d^n \) are a helper set of vertices.) Then when we write \( \Gamma_i(C_d^n) \) or of \( \Gamma_i(H_d^n) \), we mean that it permutes the labels “underneath” the code scheme, without moving the code vertices of the \( G_d^n \) or \( U_d^n \) graph. We also use the \( \bullet \) to denote an appending; \( x \bullet i \) means append \( i \) to \( x \).

**Lemma 6.12.**
For an odd iteration \( n \), \( C_d^n = C_d^{n-1} \bullet 0 \cup \bigcup_{i=1}^{d-1} \Gamma_i(H_d^{n-1}) \bullet i. \)
For an even iteration \( n \), \( H_d^n = H_d^{n-1} \bullet 0 \cup \bigcup_{i=1}^{d-1} \Gamma_i(C_d^{n-1}) \bullet i. \)

**Proof.** This follows immediately from the G-U construction and the recursive labeling. For odd \( n \), the 0th subgraph of the labeled graph \( C_d^n \) is formed by placing a copy of \( L_d^{n-1} \) and appending 0. The G-U construction shows that the 0th subgraph is a G graph, hence the \( C_d^{n-1} \bullet 0 \). For all other \( i \),
the \(i\)th subgraph was labeled using \(\Gamma_i(L_d^{n-1})\), and the code vertices chosen using the U graph. Thus the terms \(\Gamma_i(H_d^{n-1})\). The other equation is obtained similarly.

Recall that in the G-U construction, we often have to rotate some G or U scheme so that the top vertex becomes some other corner vertex. This plays a large role in our codeword definitions, so we formalize that rotation here. Let \(R_i\) be the permutation on the graphs \(G_d^n\) and \(U_d^n\) that rotates the entire set \(2\pi i/d\) counterclockwise; that is it rotates so that the top corner, formerly at the 0th corner, now lies at the \(i\)th corner. See Figure 21 for an example. Note that the function \(R_i\) only moves the code vertices, not the labels associated with them, so that if we write \(R_i(C_d^n)\) or \(R_i(H_d^n)\), we mean that \(R_i\) rotates the code scheme “above” the labels without moving or changing them.

![Figure 21](image)

**Figure 21.** An example of the \(R\) function

**Theorem 6.13.**

1. For \(n\) odd, \(R_i(C_d^n) = \Gamma_i(C_d^n)\).
2. For \(n\) even, \(R_i(H_d^n) = \Gamma_i(H_d^n)\).
3. For \(n\) even, \(\Gamma_i(C_d^n) = C_d^n\).
4. For \(n\) odd, \(\Gamma_i(H_d^n) = H_d^n\).

**Proof.** These four results are so closely linked that the truth of any one of them depends on the truth of at least one other. We prove them using as little dependency as possible, and at the end show that we know enough base cases to establish each result for all iterations.

Beginning with (1), take some \(C_d^{2m+1}\) and consider what happens when we apply \(R_i\). Recall that the G graph is made up of one smaller G graph and \(d - 1\) smaller U graphs. First, the \(i\)th subgraph, which had \(\Gamma_i\) applied to it in the recursive labeling and all of whose labels end in \(i\), has become the one G subgraph. This gives us \(\Gamma_i(C_d^{2m}) \circ i\).

Next, for \(j \neq i\), the \(j\)th subgraph, which had \(\Gamma_j\) applied to it in the recursive labeling and all of whose labels end in \(j\), is a U graph. However, this U graph has been rotated so that its top vertex is its \(i\)th corner vertex, giving us \(R_i \circ \Gamma_j(H_d^{2m}) \circ j\) (where the \(\circ\) denotes normal function composition).
Thus in total we have that $R_i(C_d^{2m+1}) = \Gamma_i(C_d^{2m}) \cdot i \cup \bigcup_{j \neq i} R_i \circ \Gamma_j(H_d^{2m}) \cdot j$. But suppose (3) held; then the first element would be just $C_d^{2m} \cdot i$. Supposing (2) holds allows us to rewrite the union as $\bigcup_{j \neq i} \Gamma_i \circ \Gamma_j(H_d^{2m}) \cdot j = \bigcup_{j \neq i} \Gamma_i \circ \Gamma_j(H_d^{2m}) \cdot (j \oplus i)$. Now applying $\Gamma_i$ to both sides, we would have

$$\Gamma_i \circ R_i(C_d^{2m+1}) = \Gamma_i(C_d^{2m} \cdot i) \cup \bigcup_{j \neq i} \Gamma_i(\bigcup_{j \neq i} \Gamma_i \circ \Gamma_j(H_d^{2m}) \cdot j) = C_d^{2m} \cdot 0 \cup \bigcup_{j \neq i} \Gamma_i \circ \Gamma_j(H_d^{2m}) \cdot (i \oplus j) = C_d^{2m+1}$$

by Lemma 6.12.

Thus, when their domains are restricted to odd iterations of $C_d^0$, we have that $\Gamma_i \circ R_i = I$, so that $R_i = \Gamma_i^{-1} = \Gamma_i$ since numbers are their own inverses under bitwise addition. Therefore we’ve shown (1) if (2) and (3) are true.

Now the argument for (2) is only notationally different from above and gives that, when restricted to even iterations of $H_d^0$, we get that

$$\Gamma_i \circ R_i(H_d^{2m}) = H_d^{2m-1} \cdot 0 \cup \bigcup_{j \neq i} \Gamma_i \circ \Gamma_j(C_d^{2m-1}) \cdot (j \oplus i) = H_d^{2m}$$

by Lemma 6.12 if (1) and (4) are true. Thus we again have that restricted to this domain $R_i = \Gamma_i$.

For (3), take some $C_d^{2m}$ and consider its construction. In the labeling the top ($0^{th}$) subgraph was not permuted, and then the $C_d^{2m-1}$ graph was placed on top, simply giving us $C_d^{2m-1} \cdot 0$.

Now for any other subgraph $i$, we know $\Gamma_i$ was applied. Also, however, the $C_d^{2m-1}$ graph was rotated, moving its top corner to the $i^{th}$ corner; that is, $R_i$ was also applied. But if (1) holds, then over the domain of $C_d^{2m-1}$, we know $R_i = \Gamma_i = \Gamma_i^{-1}$, so the two permutations cancel, giving us only $C_d^{2m-1} \cdot i$. Thus if we would now apply any $\Gamma_j$, all we would do is change the last characters, which has no effect on the set of codewords $\bigcup_{i=0}^{d-1} C_d^{2m-1} \cdot i$ (it only changes their order on the graph).

The argument for (4) is the same as for (3); $H_d^{2m+1}$ is constructed with an unpermuted $0^{th}$ subgraph, giving us $H_d^{2m} \cdot 0$. For other subgraphs $i$, both $\Gamma_i$ and $R_i$ were applied, so that if (2) holds, we have the set of codewords $\bigcup_{i=0}^{d-1} H_d^{2m} \cdot i$, which is unchanged under any $\Gamma_j$.

Finally, we show that we have a sufficient base to prove these claims for all iterations. First, we know that (4) holds for $H_d^1$—no $\Gamma_j$ can have an effect here, since it is the empty set.

Next, we establish (1) for $C_d^1$, whose sole codeword is 0. We know that $\Gamma_i$ sends $i$ to 0, making $i$ the codeword. Similarly, $R_i$ rotates the G graph from the top to the $i^{th}$ corner, again leaving $i$ as the codeword. Thus the two functions are the same here.

Now, combining these two cases, we are able to prove (2) for $H_d^2$. Also, knowing that (1) holds for $C_d^1$ establishes (3) for $C_d^2$. These cases are sufficient to show each of these claims for all $n$.

\[ \square \]

**Corollary 6.14.** For any dimension $d = 2^m$, the codewords for the Powers of Two labeling are described by the following recursive definitions:

for an even iteration $n$,
for an odd iteration $n$, 

$$C^n_d = C^{n-1}_d \cdot 0 \cup \bigcup_{i=1}^{d-1} \Gamma_i(C^{n-1}_d) \cdot i$$

and 

$$H^n_d = H^{n-1}_d \cdot 0 \cup \bigcup_{i=1}^{d-1} \Gamma_i(H^{n-1}_d) \cdot i$$

Proof. The middle two equations are Lemma 6.12. The other two were proved within parts (3) and (4) of Theorem 6.13.

---

Corollary 6.15. A nondeterministic finite-state machine (Figure 22) that reads strings right to left and recognizes codewords follows directly from the recursive definitions in corollary 6.14.

Since the recognizer has only one accepting state, we can easily reverse the machine to make it deterministic by making it read the strings in the opposite direction, left to right. We show this deterministic machine in Figure 23. (For theory on finite-state machines, see [21].) We leave out several edges between the various $\Gamma_i$ states so the structure of the machine can be more easily seen; these edges can be easily added by following those $\Gamma_i$ permutations directly. All edges involving the $G$ states and $U$ states are shown. Also note that the machines for the labels of dimensions 2 and 4 are of this form.

6.5. Error Correction.

Theorem 6.16. The finite-state machine shown in Figure 24 correctly error-corrects labels. The recognizer must first be used; the ending state if the recognizer is the start state for the corrector. Note that for the transitions labeled with a $\Gamma$ permutation, each character follows that arrow and permutes according to that $\Gamma$. All other edges do not change the characters.
Proof. If we use the nondeterministic codeword recognizer in Figure 22, by a parity argument we find that for any word, we end in one of \(d+1\) states: the codeword \(G^e\) state, the \(d-1\) states \(\Gamma_i^U\), and the \(U^e\) state. Thus this must be sufficient information to correct. If a word ends in the \(G\) state, clearly we want to make no change, which is clearly reflected in the corrector. Now recall that this recognizer reads right to left, so that the leftmost bit is the last read. Then if a word ends in some \(\Gamma_i^U\) state, we can retrace one step, analogous to returning one bit to the right. Note that this will always place us in either the \(G_0\) state or a \(\Gamma_i^G\) state. Each of these states has exactly one 1-step path to the accepting state; thus we need only change the last bit to the bit labeling this path to make our word a codeword. This corresponds to the \(d-1\) middle states in the error-corrector; since the corrector runs left to right, if we begin in one of these states, we change only the leftmost bit to the required character, which is dictated by \(\Gamma_i\). This is clearly the case when the word is in the same \(K^1_d\) complete graph as a codeword and only needs change its leftmost bit, or 0th piece.
Now, the more complicated case is correcting those words which end the recognizing process in the $U^e$ state. This occurs when a word must change to a word outside of its immediate subgraph, i.e. piece $j \neq 0$ must change orientations to $f(j - 1) \oplus f(j)$ according to the rule. Then we must have the $0^{th}$ through $(j - 2)^{nd}$ pieces at the $0$ orientation, so we want to disregard all initial zeros. Clearly the error-correcting machine, beginning at the $U$ state, does this. Then the $(j - 1)^{st}$ piece should not be changed, but is important in deciding what the $j^{th}$ piece may change to. This also is reflected in the corrector; the first nonzero orientation is not changed, but takes the machine to a state that remembers $f(j - 1)$. Since we want $f(j)$ to change to $f(j) \oplus f(j - 1)$, we want to use $\Gamma_{f(j - 1)}$, which the machine does. These are all the possible cases, therefore the machine is able to properly correct words.
Together with the SF labeling, we have now classified recursive labelings corresponding to puzzles on the families of iterated complete graphs of odd dimension and of dimensions that are powers of two. The SF Puzzle is a Towers-of-Hanoi-like puzzle, while the latter puzzles, based on the Spin-Out puzzle, are completely different. What about the other even dimensions? It is clear that these two types of puzzle do not easily extend to these other dimensions, the first of which is 6. Instead we can combine the two types of puzzles to produce the puzzle and the labeling that we’re looking for.

7.1. **Dimension 6.** The smaller example of the combined puzzle is for dimension \( d = 3 \cdot 2^1 \). As in the Towers of Hanoi, we have \( n \) pieces stacked on three towers labeled 0, 1 and 2 from left to right. Usually, our pieces are disks that have no orientation, so that only a piece’s tower matters. Now, we will give each piece two orientations, 0 and 1, which correspond to a horizontal and a vertical orientation respectively (which is why we change the terminology from ‘disk’). For a given piece \( j \), we will combine the tower \( t_j \) and orientation \( r_j \) to define its **total orientation** \( f(j) \) as \( t_j \cdot 2 + r_j \). Therefore there are six total orientations that each piece can be in. The distinct combinations of towers and relative orientation clearly give distinct values from 0 to 5. This is illustrated in Figure 25.

![Figure 25. Plate positions for the Dimension 6 Puzzle](image)

We label configurations of the puzzle, as usual, by strings representing the orientations of the pieces. The leftmost digit will correspond to the smallest piece and continue in order of size with the rightmost digit corresponding to the largest piece. Thus the game configuration for iteration \( n = 2 \) in Figure 26 corresponds to the label 50.

![Figure 26. An Example Configuration of the Dimension 6 Puzzle](image)

7.1.1. **Rules.** The normal Towers of Hanoi rules still apply. Plates must always be stacked from largest on the bottom to smallest at the top. Only the smallest plate on a tower may be moved, and it may only move to a tower containing either no plates or only plates larger than itself. (Note
that this requires all the plates smaller than this plate to be together on one tower.) As usual, the
smallest piece may always move in any way, to any orientation.

In addition, piece $j \neq 0$ piece may only be moved if

1. the $(j - 2)$th piece through the 0th piece are all the same and have orientation 0 (they are
equivalent to 0 mod 2)
2. $t_{j-1}$ equals $t_0$ through $t_{j-2}$
3. if $t_j = t_{j-1}$, then $r_{j-1} \neq 0$

Note that this means that even if we can move a piece in regular Towers of Hanoi, we may not be
able to move it in this new puzzle.

If the conditions above are met, then piece $j$ may move to tower $2t_{j-1} - t_j$ at the same time as it
moves to orientation $r_{j-1} \oplus r_j$. A few examples of moves can be found in Figure 27.

![Image of moves](image)

**Figure 27.** Example moves for the Puzzle on Dimension 6

7.1.2. Graph and Label. These rules give us the labeling of the graph shown in Figure 28. Note
that there are two Towers of Hanoi labelings embedded in each graph, and that there are three
reflected binary Gray code labelings on three of the outside edges (each with some simple permut-
ations of characters).
7.2. General Dimensions. Every even number can be written as $q \cdot 2^m$ where $q$ is odd and $m \geq 1$. So, as we did for dimension 6, we will combine the two styles of puzzle, an SF puzzle of dimension $q$ and an extended Spin-Out puzzle with dimension $2^m$, to define our general puzzle for any dimension.

The goal of these puzzles is a combination of the SF and Spin-Out goals. That is, given some initial configuration, to move all the pieces to orientation 0 on a specific tower. Since this puzzle can be represented by $K^d_n$ as we will prove, we know that the minimum solution path for any two configurations is not longer than $2^m - 1$, the diameter of the graph. Another way of “solving” this puzzle might be to choose two configurations and move from one to the other. Again, the focus of this paper is the puzzle’s relationship to the family of iterated complete graphs.

**Definition 7.1.** For a dimension $d = q \cdot 2^m$ with $q$ odd, define the puzzle as follows. The puzzle has $q$ towers, numbered 0 through $q$. There are $n$ puzzle pieces, each consisting of $m$ spinners. Each piece has $2^m$ orientations, numbered 0 through $2^m - 1$, on each of $q$ towers. These orientations are defined exactly as in the extended Spin-Out puzzle (see Section 6), by writing the orientation in binary and letting each bit represent one spinner of the piece.

For a given piece $j$, the combination of the tower $t_j$ and orientation $r_j$ defines the total orientation $f(j)$ as $t_j \cdot 2^m + r_j$. Therefore each piece has $q \cdot 2^m = d$ possible total orientations in all. This makes $d^n$ configurations for the puzzle with $n$ pieces.

Pieces are numbered from the 0th piece, the least restricted (which can be thought of as the smallest or leftmost piece), through the $(n - 1)^{st}$ piece, the most restricted (biggest or rightmost). There are three rules that define legal moves between configurations:

1. **The 0th Piece Rule** The 0th piece may always move to any other total orientation.
2. **Conditions for Movement** For any $j \neq 0$, the $j^{th}$ piece may move if all of the following conditions are true.
(a) the total orientations of piece 0 through \( j - 2 \) are all the same and are equivalent to \( 0 \mod 2^m \); that is, they are on the same tower and their orientations are 0

(b) \( t_{j-1} \) is the same as \( t_0 \) through \( t_{j-2} \); i.e., pieces 0 through \( j - 1 \) are all on the same tower

(c) if \( t_j = t_{j-1} \), then \( f(j - 1) \) is not the same as \( f(0) \) through \( f(j - 2) \); that is, if all pieces 0 through \( j \) are on the same tower, then piece \( j - 1 \) has \( r_{j-1} \neq 0 \)

(3) The Total Orientation Change Function If the Conditions for Movement are satisfied, the tower of piece \( j \) may change to
\[
(2t_{j-1} - t_j) \mod q
\]

at the same time as its orientation changes to
\[
[f(j - 1) \oplus f(j)] \mod 2^m = r_{j-1} \oplus r_j
\]

Note that, conditions (a) and (c) are exactly the dimension \( 2^m \) conditions, and that condition (b) is exactly the SF Puzzle condition. Also, as expected, if \( q = 1 \) this definition reduces to the Dimension \( 2^m \) puzzle, and if \( m = 0 \) it reduces to the SF Puzzle.

**Lemma 7.2** (Reversibility). All moves are reversible and all edges are undirected.

**Proof.** First note that all moves by the 0th piece are reversible because that piece can always move anywhere.

So suppose a piece \( j \neq 0 \) can move. Let \( x \equiv 0 \mod 2 \). Also let \( 0 \leq w, y, z < d - 1 \) and \( W \) be the empty string or composed of characters from 0 through \( d - 1 \). Then this puzzle configuration has the form \( x \ldots xywW \). Suppose it can move to \( x \ldots xzwW \) (where there may be any nonnegative number of leading \( x \) characters.) Let the tower of the piece at total orientation \( z \) be called \( i_z \) and the orientation of this piece be \( r_z \). Similarly define \( t_y \), \( r_y \), \( t_x \), and \( r_x \). Then \( t_z = 2t_y - t_w \mod q \), and \( r_z = r_y \oplus r_w \).

So consider the configuration \( x \ldots xzwW \). The piece at orientation \( z \) may move to a tower \( (2t_y - t_z) \mod q = (2t_y - (2t_y - t_w)) \mod q = t_w \). It may change to the relative orientation \( r_y \oplus r_z = r_y \oplus (r_y \oplus r_w) = r_w \) by the associativity of \( \oplus \). Since the tower and relative orientation complete define the total orientation, \( z \) may change to \( w \) and then \( x \ldots xzwW \) may move to \( x \ldots xywW \) \( \square \)

**Lemma 7.3** (Corner Labels). The configuration \( x \ldots x(x + y) \) where \( x \equiv 0 \mod 2^m \) and \( 0 \leq y < 2^m \) has exactly \( d - 1 \) possible moves. In other words, it corresponds to a corner vertex.

**Proof.** First note that any piece in this configuration with total orientation \( x \) cannot satisfy condition (c) and so cannot move. So consider the piece \( j \) with total orientation \( x + y \). Since \( y < 2^m \) and \( f(j - 1) = x \), we know that \( t_j = t_{j-1} \). Also, we have that \( r_{j-1} = 0 \). Again by condition (c) this piece cannot move either. \( \square \)

**Lemma 7.4** (Non-corner Labels). All other configurations have exactly \( d \) possible moves, and so are non-corner vertices.

**Proof.** We split the other vertices into three cases.

(1) If a configuration begins in \( x \ldots x \) for \( x \equiv 0 \mod 2^m \), then there must be a next character \( z \) that is on a different tower, or it would be a corner by Lemma 7.3. Then condition (c) does not apply. Clearly conditions (a) and (b) are also satisfied.
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(2) If a configuration begins in \( x \ldots x(x+y) \) for \( x \equiv 0 \mod 2^m \) and \( 0 \leq y < 2^m \), then again there must be a next character \( z \) or it would be a corner by Lemma 7.3. Also assume that \( y \neq 0 \) since that is the case above. Then consider the piece with total orientation \( z \) the \( j^{th} \) piece. Clearly conditions (a) and (b) are satisfied, but since \( t_j = t_{j-1} \), we must check that (c) is satisfied. But \( r_{j-1} = y \neq 0 \), and so we’ve proven this case.

(3) Finally, if a configuration is neither a corner nor one of the above cases, it must begin with some \( zw \) with \( z \) not equal to \( 0 \mod 2^m \); that is, \( r_0 \neq 0 \). Conditions (a) and (b) are trivially satisfied, and since \( r_0 \neq 0 \), (c) is satisfied whether \( t_j = t_{j-1} \) or not.

\[\square\]

**Lemma 7.5.** When \( f(j+1) = x + y \) for \( x \equiv 0 \mod 2^m \) and \( 0 \leq y < 2^m \), the function determining the relative orientation of a piece \( j \), defined by \( r_{j-1} \oplus r_j = y \oplus r_j \), attains all values \( 0 \) through \( 2^m - 1 \), and equals \( r_j \) if and only if \( y = 0 \).

In terms of the puzzle, we take a piece \( j \) with a given total orientation. Then we keep \( t_{j-1} \) constant but change \( r_{j-1} \) to all possible values. Then the range of relative orientations to which piece \( j \) may move has all possible values \( 0 \) through \( 2^m - 1 \). Furthermore, piece \( j \) retains its orientation \( r_j \) if and only if \( y = 0 \) (thus if it does not change tower, this is not an actual move).

**Proof.** This proof is nearly trivial. Since \( r_j \) is fixed and \( y \) changes and both are less than \( 2^m - 1 \), by the definition of \( \oplus \), the bitwise addition \( y \oplus r_j \) must attain all possible values \( 0 \) through \( 2^m - 1 \). Also, clearly \( r_j \) is returned only if \( y = 0 \).

\[\square\]

**Theorem 7.6.** The puzzle defined in Definition 7.1 for dimension \( d \) and iteration \( n \) corresponds to the iterated complete graph \( K_d^n \). That is, each puzzle configuration represents a vertex and each legal move between configurations represents an edge.

**Proof.** The \( 0^{th} \) piece, by the first rule, may always move to any other total orientation \( 1 \) through \( d - 1 \). Then the puzzle with only one piece has these \( d \) configurations and can move freely between them. This clearly corresponds to the complete graph \( K_d = K_d^1 \).

So assume that the puzzle with \( n - 1 \) pieces corresponds to \( K_d^{n-1} \). We will add a new piece that is more restricted (or bigger, or to the right) than all the other pieces. Note that, by our rules, legal moves by the \( 0^{th} \) and by a \( j^{th} \) piece are not affected by the orientation or even existence of any pieces \( j + 1 \) or higher. Thus the new puzzle is simply \( d \) copies of the puzzle with \( n - 1 \) pieces. In each copy, the new, added piece has a different orientation \( 0 \) through \( d - 1 \). By our induction hypothesis, these smaller puzzles correspond to \( K_d^{n-1} \) subgraphs, so we need only show that they connect in the correct manner to create \( K_d^n \).

Fix some \( i^{th} \) subgraph \( K_d^{n-1} \). First we show that this subgraph has exactly one corner that is also a corner of \( K_d^n \). Then we prove that the other \( d - 1 \) corners of the subgraph connect to each of the \( d - 1 \) other subgraphs, and that there are no other connections between them. (By Lemma 7.2, all edges are undirected as desired.) Then, since \( i \) is arbitrary, we will have proven our claim.

In the \( i^{th} \) subgraph, each label was lengthened by the character \( i \). By Lemma 7.3, the corner of \( K_d^n \) in this subgraph must then have the label \( x \ldots xi \) with \( x \equiv 0 \mod 2^m \) and \( i = x + y \) with \( 0 \leq y < 2^m \). But since \( y < 2^m \), we have only one choice for \( x \) so that \( i = x + y \). Then the vertex \( x \ldots xi \) is the one and only corner of \( K_d^n \) in this subgraph.

Now consider some other corner vertex in the \( i^{th} \) subgraph of \( K_d^{n-1} \). Then by Lemma 7.3 its label in \( K_d^n \) must have the form \( w \ldots w(w + z)i \) with \( w \equiv 0 \mod 2^m \) and \( 0 \leq z < 2^m \). Also we do not
have that \( z = 0 \) and \( w = x \) at the same time, or this configuration is the corner we have already addressed. Denote the piece with total orientation piece \( j \). We have two cases:

1. If \( w = x \), then \( z \neq 0 \). Therefore \( w \ldots w(w+z)i \) does not have the correct form to be a corner of \( K^n_d \). Since it was, however, a corner of \( K^{n-1}_d \), we must be able to change \( i \). Note that \( t_j = t_{j-1} \) since \( w = x \) and \( i = x+y \). Thus the last piece stays on this tower since \( 2t_{j-1} - t_j = t_j \). By Lemma 7.5, for \( 1 \leq z < 2^m \), we have that \( r_{j-1} \oplus r_j \) becomes everything except \( r_j \) (since the tower remains the same, that value would represent no actual change of the piece). Then these corners connect to \( 2^m - 1 \) other subgraphs.

2. On the other hand, suppose \( w \neq x \). Then \( t_j \neq t_{j-1} \) since \( x \) and \( w \) represent total orientation both equivalent to \( 0 \) mod \( 2^m \) but distinct. By Lemma 7.5, for each value of \( w \), the value of \( r_j \) changes to all of its possible \( 2^m \) values; there are \( q-1 \) possible values for \( w \) (since \( w \) is not \( x \)). Also, since our total orientation is \( w + r_j \) and \( r_j < 2^m \), all these values are distinct. Thus these corners of the subgraph connect to exactly \( (q-1)2^m \) other subgraphs. Note also that these subgraphs must be different from those in (1) since those are on a different tower. Then we have a total of \( 2^m - 1 + (q-1)2^m = q \cdot 2^m - 1 = d - 1 \) connections to distinct other subgraphs as needed.

Finally, if we have some vertex that was not a corner in \( K^{n-1}_d \), then it has degree \( d \) by Lemma 7.4. We know, also by this lemma, that no vertex can have degree higher than \( d \). Since adding a more restricted piece cannot change legal moves by pieces less restricted than itself, we know that our new piece must not be able to move. Thus the connections between subgraphs above are the only such connections.

\[ \square \]

7.3. **Conclusions on the Puzzle for General Dimension.** As desired, we have now found a puzzle that can represent the iterated complete graph \( K^n_d \) for any iteration \( n \) and any dimension \( d \). The simplest cases, \( d = 2 \) and \( d = 3 \), have been known and well-studied for years. (The Towers of Hanoi puzzle supposedly dates back to Buddhist legend.) Extensions to these two puzzles provide interesting puzzles in their own right, but we show that we can go further by combining the two types using a simple and beautiful theorem: every integer is an odd number times a power of 2.

Further research could be done to prove that the puzzle for general dimensions has finite-state machines for codeword recognition and error-correction. We believe this to be the case, though the recursive definitions quickly become very complicated. Also, for both Spin-Out and the Towers of Hanoi puzzle, we have an easy way to map the codewords to a subset of the natural numbers and back, processes that are called decoding and encoding. Even for the dimension 4 Reflection Puzzle these processes are not simple though, again, we believe they exist.

Even with these few open areas, this general puzzle makes complete a rather intriguing relationship between a series of puzzles and the family of iterated complete graphs.

8. **NEW LABELINGS**

The following are a couple of labelings which deserve to be included in this discussion. It is surprising that they were not presented in any past research. While they do not satisfy all of the properties that we would like, they are intuitive and have some nice characteristics.
8.1. **The Corner-Distance Labeling.** Recall that the corners of $K^n_d$ are the $d$ vertices whose degrees are $d - 1$. Assign each corner of $K^n_d$ a unique number from $\{0, \ldots, d - 1\}$. It makes sense to assign 0 to the “top” corner and move in one direction, for example counterclockwise, numbering sequentially. We will use this convention. We give each vertex the label $\delta(0), \ldots, \delta(d - 1)$, where $\delta(i)$ is the distance from the vertex to corner $i$. Figure 29 has some examples.

![Figure 29. Corner-distance labels on $K^1_3$, $K^2_3$, and $K^3_3$.](image)

Now define a function

$$l : L^n_d \times \{0, \ldots, d - 1\} \rightarrow L^n_d$$

by

$$l(\delta, i) = \delta(0) + 2^n, \ldots, \delta(i - 1) + 2^n, \delta(i), \delta(i + 1) + 2^n, \ldots, \delta(d - 1) + 2^n.$$

That is, given a label $\delta$ and the position $i$ of one of its components, $l$ adds $2^n$ to all but the $i^{th}$ component of that label. The function $l$ also operates on sets, mapping all labels in the set without changing their relative positions. The value of $n$ will be clear when we use this notation.

**Example 8.1.** *Given that $L^1_2 = 01 - 10$, then*

$$L^2_2 = l(L^1_2, 0) - l(L^1_2, 1) = 03 - 12 - 21 - 30.$$

Iterating from $L^n_d$ to $L^{n+1}_d$ involves connecting $d$ copies of $L^n_d$. The vertices in the $i^{th}$ subgraph of $K^n_d$ will remain the same distance from the $i^{th}$ corner, but will be $2^n$ further from the other corners. Thus, $L^n_d$ satisfies the recursion in Figure 30, using $d = 4$ as an example.

![Figure 30. Recursive corner-distance label construction for dimension 4.](image)
Theorem 8.2. The corner-distance labeling assigns a unique label to each vertex of $K^n_d$.

Proof. Fix $d > 2$. $K^n_d$ is the complete graph on $d$ vertices. Each vertex of $K^n_d$ has degree $d - 1$ and so is a corner vertex. The labels are strings of length $d$ over \{0, 1\} with exactly one zero. Only corner $i$’s label has a zero in the $i^{th}$ position because no other vertex is distance zero from corner $i$. Thus, no labels on $K^n_1$ are repeated. Now assume that no labels on $K^n_d$ are repeated for some $n > 1$. Given two labels $\delta_1$ and $\delta_2$ of vertices on $K^n_d$, we have $\delta_1(j) \neq \delta_2(j)$ for some $j$ by our assumption. When $\delta_1$ and $\delta_2$ are in the same subgraph of $K^n_d$, iterating to $K^{n+1}_d$ involves adding $2^n$ to the same component of $\delta_1$ and $\delta_2$. Of course, this preserves the inequality. When $\delta_1$ and $\delta_2$ are in different subgraphs, iterating involves adding $2^n$ to different components. Then we must check that $\delta_1(j) \neq \delta_2(j) \pm 2^n$. This is true since $\delta_1(j), \delta_2(j) \in \{0, \ldots , 2^n - 1\}$. Thus, every pair of labels $\delta'_1$ and $\delta'_2$ of $K^{n+1}_d$ will have $\delta'_1(j) \neq \delta'_2(j)$ for some $j$. Therefore, the corner-distance labeling assigns a unique label to each vertex. \qed

The corner-distance labels can be used to find the distance from one vertex to another. First, we introduce some notation. If $v$ is a vertex, $v(i)$ means the $i^{th}$ component of the label of $v$. Let $\text{min}(v)$ represent the position of the smallest component of the label of $v$. Remember that the first component is in the $0^{th}$ position.

Example 8.3. If the label of $v$ is 671, then $\text{min}(v) = 2$.

The following algorithm finds the distance $d$ from vertex $x$ to vertex $y$ on $K^n_d$.

Algorithm 8.4. If $\text{min}(x) = \text{min}(y) = i$, then decrement $n$ by one and subtract $2^n$ from all but the $i^{th}$ components of each label. Let these strings be the new labels for $x$ and $y$. Repeat this until $\text{min}(x) \neq \text{min}(y)$ or $n = 0$. (If the original labels of $x$ and $y$ have $\text{min}(x) \neq \text{min}(y)$, then we have not done anything yet.) If $n > 1$, decrement $n$ once more and subtract $2^n$ from all but the $\text{min}(x)^{th}$ label of $x$ and all but the $\text{min}(y)^{th}$ label of $y$.

The distance $d$ from $x$ to $y$ is given by

$$d(x, y) = \begin{cases} n & n = 0, 1 \\ \min\{x(\text{min}(y)) + y(\text{min}(x)) + 1, \\ x(q) + y(q) + 2^{n-1} + 1 : q \neq \text{min}(x), \text{min}(y)\} & n > 1 \end{cases}$$

Proposition 8.5. Algorithm 8.4 correctly finds the distance between two vertices.

Proof. When $\text{min}(x) = \text{min}(y)$, $x$ and $y$ are in the same $K^{n-1}_d$ subgraph. Then, by the recursive structure of the corner-distance labeling, subtracting $2^{n-1}$ from all but the smallest components of the labels of $x$ and $y$ gives their corner-distance labels on $K^{n-1}_d$. Continuing this gives the corner-distance labels of $x$ and $y$ on the smallest subgraph that contains $x$ and $y$. If $n = 1$, the labels have been reduced to those on the complete graph $K^n_1$. Then $d(x, y) = 1$. If $n = 0$, the labels of $x$ and $y$ on $K^n_1$ have their minimum in the same position. These labels are strings over \{0, 1\} with exactly one zero. Then $x = y$ and $d(x, y) = 0$. If $n > 1$, then $x$ and $y$ are in $K^{n-1}_d$ subgraphs of $K^n_d$. A path from $x$ to $y$ will go through corners of both subgraphs. Then subtracting $2^{n-1}$ from all but the $\text{min}(x)^{th}$ label of $x$ and all but the $\text{min}(y)^{th}$ label of $y$ gives their labels on $K^{n-1}_d$. Now $x(i)$ and $y(i)$ give the distances to the $i^{th}$ corners of their subgraphs. The shortest path from $x$ to $y$ goes directly from $x$’s
subgraph to y’s subgraph or else passes through one other subgraph. In the former case, we go from x to the corner of x’s subgraph adjacent to y’s subgraph, one across to y’s subgraph, and then from the corner of y’s subgraph adjacent to x’s subgraph to y. That is min{x(min(y)) + 1 + y(min(x))}. In the latter case, we go from x to a subgraph corner q which is neither adjacent to y’s subgraph nor a corner of $K_n^d$. Then one across to y’s subgraph, of which the distance from corner to corner is $2n-1$. Then one across to y’s subgraph and the distance from corner q of y’s subgraph to y. That is $x(q) + 1 + (2^{n-1} - 1) + 1 + y(q)$.

The distance along a path through two subgraphs is at least $2(2^{n-1} - 1) + 3 = 2^n + 1$, while the direct path has $x(min(y)) + y(min(x)) + 1 \leq 2(2^{n-1} - 1) + 1 = 2^n - 1$. Thus, paths through two or more subgraphs need not be considered.

**Proposition 8.6.** The set of vertices on $K_n^d$ is a metric space.

**Proof.** We will show that the distance $d$ given by Algorithm 8.4 is a metric on the set of vertices on $K_n^d$. Exchanging $x$ and $y$ in the algorithm yields the same distance. This is trivial to check. Then $d(x,y) = d(y,x)$. We established in the proof of Proposition 8.5 that $d(x,y) = 0 \Rightarrow x = y$. If $x = y$, then $min(x) = min(y)$ for every step in the algorithm so we will decrement to $n = 0$. Then $x = y \Rightarrow d(x,y) = 0$.

Only left is the triangle inequality. Distance is minimal by definition. Proposition 8.5 establishes that $d(x,z)$ is the distance traveled on a shortest path from $x$ to $z$. Assume for some vertex $y$ that $d(x,z) > d(x,y) + d(y,z)$. Then going through $y$ is a shorter path from $x$ to $z$, a contradiction since $d(x,z)$ is already minimal. Then it must be that $d(x,z) \leq d(x,y) + d(y,z)$. Equality holds only when $y$ is on a shortest path from $x$ to $z$.

We can now refer to the distance between two vertices, rather than from one to another, without confusion.

The corner-distance labeling on $K_n^2$ has the finite-state codeword recognizer and error-corrector presented in Figure 8.1.

![Machines for recognition of codewords (left) and error-correction (right) on $K_n^2$ for the corner-distance labeling.](image)

The recognizer reads from right to left the first component of a label in binary and checks if it’s divisible by three. The double circle (state 0) is the accepting state. If you end up in state 1 or 2, start at that state in the error corrector. Read from right to left the first component of the label in binary, recording the output. The corrector has input $\mid$ output. The output $\delta(0)$ is the corrected
first component of the label. The second component $\delta(1)$ has $\delta(1) = (2^n - 1) - \delta(0)$, which the reader may verify.

The machines in Figure 8.1 were given by Bode[5]. The recognizer ends in state $r$ when a binary number is $r \mod 3$. The corrector then “sends” the number to the nearest $0 \mod 3$ number.

**Conjecture 8.7.** The corner-distance labeling has no finite-state machine for codeword recognition for $d > 2$.

A proof of Conjecture 8.7 would show that the set of codewords on $K^n_d$ for a fixed $d > 2$ is not a regular language. This normally requires appealing to the Pumping Lemma. We were not successful. Even when the labels are written in base $d$, it seems that an indefinite amount of information from the first component would have to be remembered to distinguish between codeword and non-codeword. Of course, a finite-state machine can only deal with a finite amount of information.

There is, however, Algorithm 8.8 for codeword recognition on the corner-distance labeling.

**Algorithm 8.8.** Given a label $D_0, D_1, \ldots, D_{d-1}$ on $K^n_d$, $G(D_0, D_1, \ldots, D_{d-1}, n) = \text{true}$ if and only if $D_0, D_1, \ldots, D_{d-1}$ is a codeword.

The base cases are given by

$$
G(D_0, D_1, \ldots, D_{d-1}, 1) = \begin{cases} 
\text{true}, & D_0 = 0, D_{i\neq 0} = 1 \\
\text{false}, & \text{else} 
\end{cases}
$$

$$
U(D_0, D_1, \ldots, D_{d-1}, 1) = \text{false}
$$

The base cases are obvious because we require that the top vertex, labeled 01..., be a codeword. The other cases are given by

- when $n$ is even

$$
G(D_0, D_1, \ldots, D_{d-1}, n) = G(D_i, D_{i+1} - 2^{n-1}, \ldots, D_{i+d-1}, n-1), \quad D_i \text{ is min}
$$

$$
U(D_0, D_1, \ldots, D_{d-1}, n) = 
\begin{cases} 
U(D_0, D_1 - 2^{n-1}, \ldots, D_{d-1} - 2^{n-1}, n-1), & D_0 \text{ is min} \\
G(D_0 - 2^{n-1}, \ldots, D_i, \ldots, D_{d-1} - 2^{n-1}, n-1), & D_{i\neq 0} \text{ is min} 
\end{cases}
$$

- and when $n$ is odd

$$
G(D_0, D_1, \ldots, D_{d-1}, n) = 
\begin{cases} 
G(D_0, D_1 - 2^{n-1}, \ldots, D_{d-1} - 2^{n-1}, n-1), & D_0 \text{ is min} \\
U(D_0 - 2^{n-1}, \ldots, D_i, \ldots, D_{d-1} - 2^{n-1}, n-1), & D_{i\neq 0} \text{ is min} 
\end{cases}
$$

$$
U(D_0, D_1, \ldots, D_{d-1}, n) = U(D_i, D_{i+1} - 2^{n-1}, \ldots, D_{i+d-1}, n-1), \quad D_i \text{ is min}
$$

where addition of subscripts is mod $d$.

Algorithm 8.8 follows directly from the G-U construction and the recursive structure on the corner-distance labeling. Permuting the components of a label, as $G$ does when $n$ is even and $U$
when \( n \) is odd, corresponds to rotating a subgraph. Recall that constructing \( G_n^d \) requires making \( d \) copies of \( G_{n-1}^d \) and connecting them so that the top vertex of every copy remains unconnected. So the \( k^{th} \) copy will rotate \( 2\pi k/d \) radians. Then corner 0 becomes corner \( k \), 1 becomes corner \( k + 1 \), etc. Corner \( d - 1 \) becomes corner 0 of the first \( G_{n-1}^d \) subgraph. Since the corners change the components of the labels permute accordingly. This is where the addition mod \( d \) comes from.

Subtracting \( 2^{n-1} \) from all but the minimum component of a label corresponds to pairing down to its subgraph. In a sense, this is the opposite of iterating.

8.2. **The Subgraph Labeling.** The G-U construction produces the P1ECC on \( K_n^d \) by breaking it down into subgraphs, and subgraphs of subgraphs, etc. Then it should be easy to recognize codewords with a labeling scheme that corresponds to subgraphs. We were right about this. We will show that the Subgraph labeling supports finite-state recognition.

To construct the labeling, start with the complete graph \( K_1^d \) on \( d \) vertices. Label each vertex of \( K_1^d \) a unique number from \( \{0, \ldots, d - 1\} \). It makes sense to assign 0 to the “top” corner and move in one direction, for example counterclockwise, numbering sequentially. We will use this convention. Let the vertex with label \( k \) be called the \( k^{th} \) vertex or vertex \( k \). Iterating to \( K_2^d \), make \( d \) copies of \( K_2^d \) and choose one to be the top. Form edges between the copies so that the top copy is adjacent to the top vertices of the others and vertex 0 of the top copy is still a corner. The top copy will be called the 0\(^{th} \) subgraph. Call a non-top copy the \( k^{th} \) subgraph, where \( k \) is vertex of the top copy to which the subgraph is adjacent. Now append a \( k \) to the labels in the \( k^{th} \) subgraph. Figure 32 has some examples.

![Figure 32. Subgraph labels on \( K_3^1 \), \( K_3^2 \), and \( K_3^3 \).](image)

We see that label 221, for example, is first vertex in the second subgraph of the second subgraph. The labeling \( L_n^d \) satisfies the recursion in Figure 33, using \( d = 4 \) as an example.

**Theorem 8.9.** The machine in Figure 33 correctly recognizes codewords of \( K_n^d \) with the subgraph labeling.

**Proof.** This machine started out nondeterministic, with two start states and one accepting states. For the moment, imagine the roles of the start state and accepting states in Figure 33 are reversed. Note the four columns of states. The first column on the left (with one state) corresponds to G even, the second to G odd, third to U even, and fourth to U odd.

When \( n \) is even, we start at the top state in the G even column. Reading \( k \) we move to G odd and now we are in a subgraph whose \( k^{th} \) corner was a top vertex because G rotates when \( n \) is even.
The $d$ G odd states “remember” which of the $d$ corners was top. Now, when $n$ is odd, G makes its top subgraph G even and the others U even without rotating. When $n$ is even, U makes its top subgraph U odd in column 4 and the others G odd. Note that the $d$ states in column 3 also know which was top. When $n$ is odd, U reads $k$ and rotates a copy of U even so the “top” is at the $k^{th}$ corner. This covers all the transitions.

In the G-U construction, only $G_{d}^{1}$, corresponding to a G odd state, has a codevertex and it is a top vertex. The last component $j$ of a subgraph label gives the location of the vertex on $K_{d}^{n}$. The label is a codeword if the label’s vertex is in a $G_{d}^{1}$ whose top was rotated to the $j^{th}$ vertex. Thus, the only way to land on G even, the accepting state, is to be on a G odd state and read from the last component that the vertex started as a top vertex.

This proves the non-deterministic machine you were asked to imagine. Note that each transition is bidirectional. We could read the labels in reverse order. If we start at the accepting state, we will end at one of the two start states. So we exchange their roles to obtain the deterministic machine.

□
Theorem 8.10. The machine in Figure 33 has a minimal number of states to recognize codewords on $K_n^d$.

Proof. The state minimization algorithm[21] groups states that are equivalent to arrive at a minimal number of states. We begin by grouping states into accepting and non-accepting. If we start at any two states $A$ and $B$ in a group, read a string, and end up in states belonging to different groups, we know that $A$ and $B$ are distinct. In this way, we determined that the machine is minimal when $d = 3$. In particular, after reading all possible strings (0, 1, and 2) of length one, the states in columns 1 and 4 are found to be distinct. Since the machine corresponding to $d > 3$ has all the states and transitions of the $d = 3$ machine, we know the state minimization algorithm splits up the states in columns 1 and 4 for all $d \geq 3$. Going from a $d$ machine to a $d + 1$ adds two new states to the bottom of the machine. Starting at one new state and reading $d$ takes us to the state in column 1. The other state goes to column 4. Thus, the new states must be distinct. □

8.3. Conclusions on the New Labelings. No attempt was made to fit a puzzle to the corner-distance or subgraph labelings. No simple methods are known for various tasks like error correction, encoding, and decoding on the labelings. They do not have the Gray code property. On the other hand, they have some attractive qualities like easy construction and recognition. Also, each labeling on a graph has symmetries. The fact that the labels describe attributes of the actual graph may make them useful for further study of iterated complete graphs.
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